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Abstract
We present an inverse modeling approach to estimate petrophysical and elastic
properties of the subsurface. The aim is to use the fully coupled geomechanics-
flow model of Girault et al (2011 Math. Models Methods Appl. Sci. 21 169–213)
to jointly invert surface deformation and pressure data from wells. We use a
functional-analytic framework to construct a forward operator (parameter-to-
output map) that arises from the geomechanics-flow model of Girault et al.
Then, we follow a deterministic approach to pose the inverse problem of
finding parameter estimates from measurements of the output of the forward
operator. We prove that this inverse problem is ill-posed in the sense of
stability. The inverse problem is then regularized with the implementation
of the Newton-conjugate gradient (CG) algorithm of Hanke (1997 Numer.
Funct. Anal. Optim. 18 18–971). For a consistent application of the Newton-CG
scheme, we establish the differentiability of the forward map and characterize
the adjoint of its linearization. We provide assumptions under which the theory
of Hanke ensures convergence and regularizing properties of the Newton-
CG scheme. These properties are verified in our numerical experiments. In
addition, our synthetic experiments display the capabilities of the proposed
inverse approach to estimate parameters of the subsurface by means of data
inversion. In particular, the added value of measurements of surface deformation
in the estimation of absolute permeability is quantified with respect to the
standard history matching approach of inverting production data with flow
models. The proposed methodology can be potentially used to invert satellite
geodetic data (e.g. InSAR and GPS) in combination with production data for
optimal monitoring and characterization of the subsurface.

(Some figures may appear in colour only in the online journal)
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1. Introduction

The consolidation of the subsurface due to pumping and withdrawal of fluids has been widely
studied in the last few decades [10–12, 29]. It is well known, for example, that the production
of oil and gas may cause subsidence of the ground surface above the reservoir wells [12].
Subsidence can potentially damage the infrastructure of wells and surrounding facilities. In
order to prevent damage and to assess the environmental impact of hydrocarbon recovery,
the surface deformation caused by a given production scenario must be accurately predicted.
Modeling geomechanical effects coupled to subsurface flow is also essential for determining
the environmental impact on applications such as groundwater withdrawal, CO2 sequestration
and underground gas storage. More recently [21, 20, 23], it has been recognized that efficient
coupling between geomechanical effects and subsurface flow is also relevant for accurate
flow predictions. In particular, for enhanced oil recovery, an accurate prediction of subsurface
flow is required to develop optimal production strategies. Due to the environmental and
economical relevance of the aforementioned applications, developing coupled geomechanics
and subsurface flow models has become a priority for the geophysical community [37, 13,
33–35].

A model that couples geomechanics with subsurface flow can be thought as a mapping
F : K → O defined on a set of admissible parameters K that represent petrophysical and
mechanical properties of the subsurface. The range of F is contained in the space of possible
physical dataO. For a given parameter (subsurface properties) ϒ ∈ K, the corresponding F (ϒ)

is the model prediction of measurements that we may compare to real observations from the
physical system. However, due to lack of direct information, it is not possible to assume that
ϒ can be given. More precisely, subsurface properties can only be measurements from core
samples collected at a few locations. Simple interpolation of those measurements may not
capture the highly heterogeneous structure inherent to subsurface properties. Then, unreliable
predictions F(ϒ) will be obtained from an inaccurate ϒ. Fortunately, satellite and smart-well
technology can provide accurate measurements of the geomechanical and flow dynamics. In
other words, information about F(ϒ) may be available from measurements. Therefore, given
F(ϒ), it is natural to pose the inverse problem (IP) of finding ϒ. In this paper, we study
this IP of estimating subsurface properties of given data from a coupled geomechanics-flow
model.

1.1. Literature review

There is a vast literature on coupled geomechanics-flow models with the main focus on
predicting land surface deformation due to subsurface fluid flow [9–12, 29]. These approaches
are mainly based on the theory of poroelasticity [3, 38]. A general poroelasticity formulation
yields a fully coupled three-dimensional PDE-based model whose numerical solution may
be computationally burdensome. Several simplifications of poroelastic models of land
deformation were proposed in the early work of [29, 9, 10]. In [29], for example, the reservoir
is treated as an inclusion of an elastic half-space. In this approach, an analytical solution is
utilized to evaluate the elastic response due to subsurface flow. In some poroelastic models
such as [25, 33], the effect of the mechanical deformation of the rock is simplified so that a
standard reservoir simulator can be utilized to model the reservoir variables (e.g. pressure).
This in turn can be used as a source term in the elasticity equations for the reservoir/aquifer and
its adjacent rock. However, ignoring or oversimplifying the full coupling between flow and
geomechanics gives rise to lack of accuracy in reservoir modeling. The reservoir simulation
community has therefore established ongoing efforts to develop efficient numerical methods
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to solve coupled geomechanics-flow models. In particular, in this paper we consider the
model introduced in [13] that describes the full coupling between the pore pressure p of a
single-phase reservoir flow and the displacement u caused by the mechanical deformation
of the subsurface. This type of fully coupled model is therefore relevant for the subsurface
applications described at the beginning of this section. Moreover, it provides a relatively simple
yet realistic prototypical model that possesses theoretical and practical features of the standard
coupling between geomechanics and flow. By using the coupled geomechanics-flow model
of [13], the aim of our work is to construct the mapping F mentioned above, and develop
the corresponding inversion to recover subsurface properties from pressure data p collected at
wells and the deformation u measured at the land surface.

While modeling coupled geomechanics-flow models has evolved significantly in the last
years, the analysis and implementation of the corresponding inverse models are still in early
stages. Recent progress of smart-well technology has lead to numerous techniques capable
of inverting production data from wells for estimating rock properties in reservoir models
[26]. However, only a few attempts have been made to jointly invert data from wells and
land surface deformation in coupled geomechanics-flow models. Clearly, the past absence of
measurement technologies provided little motivation to develop data inversion techniques for
geomechanics-flow models. Fortunately, the recent developments of the global positioning
system (GPS) and the interferometric synthetic aperture radar (InSAR) technology provide
accurate measurements of land deformation. Combining these types of geodetic measurements
with production data from wells, motivated the approach of Vasco et al [37] for the estimation of
permeability. To the best of our knowledge, [37] provides the basis for most recent approaches
to data inversion for the estimation of subsurface properties in coupled geomechanics-flow
models [34–36]. For this reason in the following lines we briefly describe the main aspects of
their approach so the differences with our work become clear.

The model used in Vasco et al [37] is a semi-analytic coupled geomechanics-flow model
where the elastic domain is a homogeneous half-space. Under this geometrical consideration,
an analytical Green’s function is available and the model simplifies considerably. The goal
of [37] is to invert both pressure p from wells, and deformation u at the surface, to estimate
the absolute permeability K of a reservoir. Their approach considers a discretized system of
equations of the form

Fe,1P + Fe,2U = 0, (1)

Ff ,1(P)K + Ff ,2U = 0, (2)

where Fe,i and Ff ,i denote the matrices corresponding to the discretizations of the differential
operators in the elasticity and the flow equations, respectively. P, U and K denote the
discretizations of p, u and K, respectively. The discretized flow problem (2) is formulated
as a system in terms of the absolute permeability K with a matrix Ff ,1(P) that depends on
P. In other words, the standard Darcy’s law term −∇ · (K∇p) is discretized as Ff ,1(P)K.
The strategy of [37] to estimate K in (1) and (2) is the following. First, measurements of u
(at the land surface) and p (from wells) are ‘inverted’ to estimate P at every location of the
reservoir. In other words, P in the elasticity equation (1) is treated as a parameter which is
estimated through a least-squares approach. Then, the inverted P is used back in (1) to compute
U. The resulting U and the previously inverted P are used to estimate the permeability K in
(2). The matrices Fe,i and Ff ,i in (1) and (2) are ill-conditioned, and therefore the numerical
implementation of the aforementioned two-step inversion procedure of Vasco et al [37] suffers
from severe numerical instabilities. They proposed an ad hoc Tikhonov-type regularization
to address the ill-posedness of the inversion in (1) and (2). Encouraging results for finding
estimates of absolute permeability have been obtained with the implementation of the approach
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of Vasco et al [37]. As we mentioned earlier, estimating unknown subsurface properties is
a relevant task in geophysics applications. Therefore, [37] provides interesting ground for
further investigations of the technique for estimating subsurface properties by means of data
inversion in the coupled geomechanics-flow model. In this work, we take a step further by
considering the more general geomechanics-flow model of [13] and developing a rigorous,
robust and computationally efficient implementation of a data inversion technique for the
estimation of subsurface properties.

1.2. Contribution of this work

We develop a mathematical framework and computational implementation for inverting data
in the coupled geomechanics-flow model of [13]. Our approach consists of constructing a
Hilbert space formulation of a differentiable forward operator F as above. In other words, F
is the parameter-to-output operator that results from the coupled geomechanics-flow model
of [13]. The IP of estimating subsurface properties ϒ from data d of surface deformation
and well pressure is formulated as an equation F(ϒ) = d. By proving that the forward
operator F is compact and weakly closed, the ill-posedness of the IP is exhibited. In order
to regularize this IP, we propose the application of the truncated Newton-conjugate gradient
(CG) algorithm proposed in [15]. Under assumptions of F , we use the theory of [15] to prove
convergence and regularizing properties of the Newton-CG scheme. The differentiability of
F and characterization of the corresponding adjoint operator are also proved. The theoretical
results of this paper intend to expose the ill-posedness of the IP and promote the application of
techniques that have been rigorously established for the solution of nonlinear ill-posed inverse
problems.

We present numerical examples that show the numerical evidence of convergence
and regularizing properties of the proposed application of the Newton-CG scheme. More
precisely, the effect of the noise level and the parameters in the discrepancy principle are
illustrated. Moreover, we display a set of experiments to show the practical relevance of the
proposed approach to find estimates of subsurface properties by means of data inversion in
coupled geomechanics-flow models. In particular, we focus on the estimation of the absolute
permeability of reservoirs. Estimating this type of rock property is the typical IP addressed
by the reservoir simulation community. However, in most techniques only measurements of
the flow model (e.g. pressure from wells) are inverted. In our experiments, we show that
the estimation of the absolute permeability can be significantly improved by inverting both
pressure data from wells and surface deformation. Comparing the added value of inverting
measurements of surface deformation for the estimation of the absolute permeability of
reservoirs is a substantial contribution of our approach.

Our implementation and results differ from [37] in the following aspects. (1) We elaborate
a general functional analytical framework of the IP. Then, in principle, any discretization can
be considered including the one in [37]. (2) We consider the general case where no semi-
analytical solution is utilized. While this approach is computationally more challenging,
we promote computational efficiency by implementing state-of-the-art coupling techniques.
(3) We propose a one-step inversion of the coupled geomechanics-flow model. In our
framework, the artificial pressure estimation (first step of the inversion in [37]) is avoided. (4)
Our approach allows the estimation of both petrophysical and elastic properties. In particular,
we present the results for the estimation of absolute permeability and one of the moduli of
elasticity. (5) We quantify the added value of measurements of surface deformation with
respect to inverting only pressure data from wells.
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Figure 1. Geometry.

1.3. Outline

In section 2.1, we introduce the coupled geomechanics-flow model of [13]. Preliminary
definitions are presented in section 2.2. The set of admissible parameters is defined in
section 2.3. The forward operator and its differentiability are established in section 2.4. In
section 3, the IP on F is formulated. In section 3.1, the ill-posedness of the IP is exposed. The
Newton-CG algorithm utilized for the regularization of the IP is presented in section 3.1. The
convergence and regularizing properties of this Newton-CG scheme are discussed in section
3.2. The characterization of the adjoint of the linearization of F is provided in section 3.3. In
section 4.1, we discuss the numerical implementation of the inverse methodology. Numerical
experiments are presented in section 4.2. Final conclusions are provided in section 4.3. The
proofs of the theoretical results of this paper are displayed in the appendices of section 5.

2. The forward model

In the following section, we briefly describe the model following very closely the presentation
of [13]. This model is then utilized in section 3 to construct the mapping F whose inversion is
treated in the rest of this paper.

2.1. The geomechanics-flow prototypical model

The physical domain of the reservoir is a three-dimensional set denoted by !2. The reservoir
is a poroelastic material whose dilation and shear moduli of elasticity are denoted by λR and
µR, respectively. The absolute permeability of the reservoir is assumed diagonal K = KI.
Single-phase Darcy’s flow is considered through the reservoir. The fluid is considered slightly
compressible and its viscosity is denoted by ν. As indicated in figure 1, the reservoir is
surrounded by a non-reservoir elastic rock denoted by !E . We denote by λE and µE the
dilation and shear moduli of elasticity of !E . We assume that !2 and !E are connected open
bounded sets such that !2 ∩ !E = ∅. We denote by b and M, the Biot’s moduli and Biot’s
constant, respectively. We denote by [0, T ] the time window of interest for some final time
T > 0. The model is the following interface problem [13]:

−∇ ·
[
λR(∇ · u)I + 2µRε(u) − bpI

]
= 0, in !2 × (0, T ], (3)

1
M

∂ p
∂t

− ∇ · ν−1K∇p + b
∂

∂t
[∇ · u] − q = 0, in !2 × (0, T ], (4)
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−∇ · [λE (∇ · u)I + 2µEε(u)] = f, in !E × (0, T ], (5)

where q is the source/sink term, f is a body force acting on !E , u ∈ Rn (n = 2, 3) is the
displacement field and p is the pore pressure. In (3) and (5), the linearized strain tensor ε is
defined by

ε(u) = 1
2 (∇u + ∇T u). (6)

Problem (3)–(5) requires interface conditions between !2 and !E . For simplicity, we consider
the case where the interface between !2 and !E coincides with ∂!2. The following interface
conditions are then prescribed across ∂!2:

[u] = 0, [(λ(∇ · u)I + 2µε(u))n] = bpn, (7)

where n is the outward normal vector to ∂!2 and the jump through ∂!2 of a function
w : !2 ∪ !E → R is defined by [w] = (w|!2 − w|!E )|∂!2 . We define

!1 = !E ∪ !2 (8)

and assume that ∂!1 = %D ∪ %N , where %D has positive measure. The problem is furnished
with the following boundary conditions:

−ν−1K∇p · n = 0, on ∂!2 × (0, T ], (9)

u = 0, on %D × (0, T ], (10)

(λE (∇ · u)I + 2µEε(u))n = σN (x, t), on %N × (0, T ]. (11)

For simplicity, no-flow boundary conditions (equation (9)) have been imposed on the reservoir
domain !2. Initial conditions are also required:

p(x, 0) = p0(x), in !2, (12)

u(x, 0) = u0(x), in !1. (13)

Note that (3)–(13) is a fully coupled model between p(x, t) and u(x, t). The solution to (3)–
(13) yields the pore pressure field p(x, t) defined on !2 × (0, T ] and the displacement vector
field u(x, t) on !1 × (0, T ]. These two predicted variables can be compared with observed
quantities in the field. The dependent variable p can be typically measured at the locations of
the injection/production wells. Analogously, u is usually measured on the land surface that
we denote by S. Let us assume now that there are N injection/production wells located at
{xi}N

i=1. Furthermore, we assume that fluid viscosity ν is given. From the previous discussion,
it follows that the physical problem defines the parameter-to-output mapping F :

(M, b, K, λR, λE , µR, µE ) −→︸︷︷︸
F

(
{p(xi, t)}N

i=1, u(x, t)
∣∣
S
)
, (14)

where p and u are the solutions to (3)–(13) for a given set of rock properties (b, M, K) and
mechanical properties (λR, λE , µR, µE ). As we indicated earlier, the subsurface parameters
(b, M, K, λR, λE , µR, µE ) may be difficult to characterize from direct measurements. In the
rest of this section, we construct the analytical framework to properly define the forward
operator F . Then, in section 3 we develop a mathematical and computational framework to
find an ‘inverse ’ of F . In other words, we propose a methodology for estimating rock and
elastic properties from measurements of pressure from wells and deformations at the surface.
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2.2. Preliminary definitions

We start with some preliminary definitions. For i ∈ {1, 2}, [0, T ] as before and any Hilbert
space X , we define the following norms:

||u||Hk(!i) ≡
( ∑

|α|!k

∫

!i

|Dαu|2
)1/2

, (15)

||u||Hk(0,T ;X ) ≡
( ∑

|α|!k

∫ T

0
||Dαu(t)||2X

)1/2

, (16)

||u||L∞(0,T ;X ) ≡ sup
t∈[0,T ]

||u(t)||X , (17)

where k ∈ N, k < ∞. We consider the spaces Hk(!i), Hk(0, T ; X ) and L∞(0, T ; X ) with the
norms defined above (15)–(17) [8, chapter 5]. We additionally consider the space Ck(!i) as
defined in [1], with norm

||u||Ck(!i) ≡ max
|α|!k

sup
x∈!i

|Dαu|. (18)

Let % be a subset of ∂!1. Let γ% : H1(!1) → L2(%) be the trace operator on %, i.e. γ% is the
unique continuous linear operator such that γ%(v) = v|% for all v ∈ C∞(!1). Let us define
γ%(v) ≡ (γ%(v1), γ%(v2), γ%(v3)). From continuity of γ% , there exists a positive constant C%

that depends only on !1, such that for every v ∈ H1(!1)
3,

||γ%(v)||L2(%)3 ! C%||v||H1(!1)3 . (19)

We furthermore define

H0 ≡ {w ∈ (H1(!1))
3 : γ%D

(w) = 0}, (20)

W ≡ H0 × H1(!2), (21)

and

H ≡ H1(0, T ; H0) ×
[
H1(0, T ; L2(!2)) ∩ L2(0, T ; H2(!2) ∩ L∞(0, T ; H1(!2))

]
. (22)

The spaces W and H are equipped with the maximum norm, i.e.

||(u, p)||H ≡ max
{
||u||H1(0,T ;H1(!1)3), ||p||H2,1(!2×[0,T ]), ||p||L∞(0,T ;H1(!2 ))},

||(w, w)||W ≡ max
{
||w||H1(!1)3 , ||w||H1(!2)

}
, (23)

where

||p||H2,1(!T ×[0,T ]) =
(
||p||2L2(0,T ;H2(!2)) + ||p||2H1(0,T ;L2(!2))

) 1
2 . (24)

For any ϒ̂ ∈ K and r > 0, we define B(ϒ̂, r) ≡ {ϒ ∈ K : ||ϒ − ϒ̂||K ! r}. Finally, adopting
a repeated index notation, we define the contraction operator of two second-order tensors a
and b by a : b ≡ ai jbi j.

2.3. The admissible set of parameters

The main objective of this work is to implement a data inversion methodology for finding
estimates of rock and mechanical properties of reservoirs. For the model defined in
section 2.1 those properties are comprised of {b, M, K, λ, µ} where λ : !1 → R+ and
µ : !1 → R+ are defined by

λ ≡ λE + χR(λR − λE ), µ ≡ µE + χR(µR − µE ), (25)
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and χR is the characteristic function of !2 defined by

χR ≡
{

1 if x ∈ !2,

0 if x ∈ !1 − !2.
(26)

For simplicity, in the following we assume that b, M and µ are known and we consider only
the estimation of K, the permeability of the reservoir (recall K : !2 → R+), as well as the
dilation modulus λ of elasticity. Due to the lack of direct measurements, the estimation of the
absolute permeability of reservoirs constitutes the main focus of the literature in data inversion
(data assimilation) for subsurface modeling [26]. However, the mechanical properties of the
subsurface are also difficult to characterize from direct measurements. It is therefore relevant to
consider a technique capable of providing estimates of both petrophysical (K) and mechanical
(λ) properties. It is worth mentioning that the present framework can be extended to include
also the estimation of b, M and µ.

Since λ and K are positive variables, we introduce the following parametrization:
λ = eϒ1 , K = eϒ2 . (27)

Available prior knowledge may now be utilized to define the set of admissible parameters
where estimates (ϒ1,ϒ2) will be sought. Prior knowledge is typically available in terms of
geostatistical information. For this reason, we assume that we are given covariance functions
Cϒi : !i×!i → R (i ∈ {1, 2}). Even though this work is deterministic, the knowledge of these
covariance functions can be used to enforce regularity of the admissible set of parameters.
More precisely, consider covariance-based inner products

〈ϒi, ϒ̃i〉K1 ≡
∫

!i

∫

!i

ϒi(x)C−1
ϒi

(x, x′)ϒ̃1i(x′) dx dx′ (28)

for i ∈ {1, 2}, where C−1
ϒi

is the formal inverse of Cϒi defined by
∫

!i

∫

!i

C−1
ϒi

(x, x′)Cϒi (x
′, y) dx′ = δ(x − y). (29)

Under certain assumptions on the covariance functions, inner products like (28) induce
covariance-based norms equivalent to Sobolev norms (see [32, section 7.2.1] and [39]). For
the present application, we require covariance functions such that the following equivalence
is valid:
|| · ||K1 ≡ |〈·, ·〉K1 |1/2 ∼= || · ||H2(!1) and || · ||K2 ≡ |〈·, ·〉K2 |1/2 ∼= || · ||H3(!2). (30)
Let K1 and K2 be the Sobolev spaces H2(!1) and H3(!2) equipped with the covariance-based
norms defined in (28). We now define the admissible set of parameters

K ≡ K1 × K2 (31)
with norm defined by

|| · ||K ≡
[
|| · ||2K1

+ κ|| · ||2K2

]1/2
, (32)

where κ > 0 is a factor that can be chosen to impose the relative weight of the subsurface
properties based on prior knowledge. From standard Sobolev embeddings, it follows easily
that K1 ↪→ C(!1) and K2 ↪→ C1(!2). Therefore, there exists a constant Ce > 0 such that

||ϒ1||C(!1) ! Ce||ϒ1||K1 , ||ϒ2||C1(!2) ! Ce||ϒ2||K2 (33)
for all (ϒ1,ϒ2) ∈ K where Ce depends only on the geometry of !1 and !2. Therefore, under
the assumptions on the prior knowledge imposed with (30), the set of admissible parameters
(31) enforces the regularity: (λ, K) ∈ C(!1)×C1(!2). This choice of regularity is required for
the subsequent analysis of the forward operator. However, we recognize that rock properties
are typically discontinuous due to the presence of multiple lithofacies. Nevertheless, this work,
which corresponds to the single-lithofacie case, can be potentially combined with approaches
for the inversion of multiple lithofacies such as the one presented in [18].
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2.4. The forward operator

We now formally derive the variational form of the PDE interface problem (3)–(13). Equations
(3) and (5) are multiplied by an arbitrary w ∈ H0. Then, we integrate by parts, use (10)–(11),
add the resulting equations and use (25) to find∫

!1

λ(∇ · u)(∇ · w) + 2µε(u) : ε(w) −
∫

!2

bp∇ · w =
∫

%N

σN · w +
∫

!1

f · w. (34)

Multiplying (4) by a test function w ∈ H1(!2), integrating by parts and using (9) yields∫

!2

1
M

∂ p
∂t

w +
∫

!2

ν−1K∇p · ∇w +
∫

!2

b
∂(∇ · u)

∂t
w =

∫

!2

qw. (35)

It is important to ensure that the initial condition for the displacement u0 (13) is consistent
with (12) and (34). We therefore assume that u0 is the solution to∫

!1

λ(∇ · u0)(∇ · w) + 2µε(u0) : ε(w) −
∫

!2

bp0∇ · w =
∫

%N

σN,0 · w +
∫

!1

f0 · w, (36)

where σN,0(x) ≡ σN (x, 0) and f0(x) ≡ f(x, 0). Let us define

δu ≡ u − u0, δf ≡ f − f0, δσN ≡ σN − σN,0. (37)

From (10), (34) and (36) it follows that δu satisfies

δu = 0 in !1 × {0}, δu = 0 in %D × (0, T ], (38)

and∫

!1

λ(∇ · δu)(∇ · w) + 2µε(δu) : ε(w) −
∫

!2

b[p − p0]∇ · w =
∫

%N

δσN · w +
∫

!1

δf · w.

(39)

Since ∇ · u0 is time independent, the equation for pressure remains the same with u replaced
by δu. For ease in the notation, in the rest of the document we use u instead of δu and f
instead of δf. For simplicity, we consider σN time independent, i.e. σN − σN,0 = 0. We define
L : K1 × U × H0 → R by

L(ϒ1, u, w) =
∫

!1

eϒ1 (∇ · u)(∇ · w) + 2µε(u) : ε(w). (40)

The variational formulation of the models (35) and (39) can be posed as in the following
definition.

Definition 2.1 (Variational model). Given ϒ ∈ K, find h(ϒ) ≡ (u, p) ∈ H such that
u(·, 0) = 0, p(·, 0) = p0 and

L(ϒ1, u, w) −
∫

!2

b[p − p0]∇ · w =
∫

!1

f · w, (41)

∫

!2

1
M

∂ p
∂t

w +
∫

!2

ν−1 eϒ2∇p · ∇w +
∫

!2

b
∂(∇ · u)

∂t
w =

∫

!2

qw, (42)

a.e. in (0, t), for all (w, w) ∈ W .

Well-posedness of the variational model is a consequence of the subsequent proposition.

Proposition 2.1. Let p0 ∈ H1(!2), f1 ∈ H1(0, T ; L2(!1)
3), f2 ∈ H1(0, T ; L2(!1)) and

f3 ∈ L2(0, T ; L2(!2)). For every ϒ ∈ K, there exists a unique (u, p) ∈ H such that
(u(·, 0), p(·, 0)) = (0, p0) and

L(ϒ1, u, w) −
∫

!2

bp∇ · w =
∫

!1

f1 · w +
∫

!1

f2∇ · w, (43)

9
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∫

!2

1
M

∂ p
∂t

w +
∫

!2

ν−1 eϒ2∇p · ∇w +
∫

!2

b
∂(∇ · u)

∂t
w =

∫

!2

f3w, (44)

a.e. t ∈ (0, T ) for all (w, w) ∈ W . Moreover, for every r > 0 and ϒ̂ ∈ K, there exists a positive
constant C such that for all ϒ ∈ B(ϒ̂, r), the corresponding solution h(ϒ) ≡ (u, p) ∈ H of
(43)–(44) satisfies

||h(ϒ)||H ! C[||p0||H1(!2) + ||f1||H1(0,T ;L2(!1))) + || f2||H1(0,T ;L2(!1))) + || f3||L2(0,T ;L2(!2))]

(45)

a.e. t ∈ (0, T ) for all (w, w) ∈ H0 × L2(!2). Additionally, C depends only on b, ν, M, !, T ,
||ϒ̂||, r and d.

Proof. See section 5.1. "

Remark 2.1. The proof of proposition 2.1 is primarily based on the work of [13]. There
are, however, three main differences worth mentioning. First, in (43) we consider the case
where ϒ1 is non-homogenous. Second, we require additional regularity for the pressure (i.e.
p ∈ H2,1(! × [0, T ])). Third, we claim that the constant C from proposition 2.1 can be
chosen uniformly in an arbitrary ball B(ϒ̂, r). The aforementioned regularity of p, as well
as the property on C in (45), are key properties of the forward model which in turn ensure
convergence of the proposed inverse methodology (see theorem 3.2).

Let us assume that measurements of pressure data are collected at each of the N well
locations. We describe this measurement process with an operator Ml

p : P → L2[0, T ],

Ml
p(p) =

∫

!2

p(x, t)δ(x − xl ) dx, (46)

where we abuse the standard notation and denote by δ(x − xl ) an L2-approximation to the
Dirac delta function. The aim of expression (46) is to predict pressure measurements at the lth
well. We then define

Mp(p) =
[
M1

p(p), . . . ,MN
p (p)

]
. (47)

We recall that S denotes the land surface (see figure 1). Measurements of changes in surface
deformation are predicted with the operator Mu : L2(0, T ; H1(!1)

3) → L2(0, T ; L2(S )3)

defined by

Mu(u) = γS (u) (48)

with γS (the trace operator) defined in section 2.2. We define the observation space

O ≡ L2([0, T ]; L2(S )3) × (L2[0, T ])N (49)

with the inner product defined by

〈
d1, d2

〉
L2(!T )

= 1
σu

∫ T

0

∫

S
du,1 · du,2 dσ dt + 1

σp

∫ T

0
dT

p,1 · dp,2 dt (50)

for all di = (du,i, dp,i) ∈ O (i ∈ {1, 2}) and for prescribed positive constants σp and σu.
Consider the following definition.

Definition 2.2 (Forward operator). We define the forward operator F : ϒ → O by

F(ϒ) ≡ (Mu(u),Mp(p)), (51)

where h(ϒ) = (u, p) is the solution to the variational model (definition 2.1).

10
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We recall that ϒ1 = log λ and ϒ2 = log K are the elastic and petrophysical parameters,
respectively. For every pair of elastic-petrophysical parameters ϒ = (ϒ1,ϒ2) ∈ K, F(ϒ)

in (51) is the prediction of pressure at wells (i.e. Mp(p)) and deformation at the surface
(i.e. Mu(u)) obtained from the coupled geomechanics-flow model (41)–(42). Note that F is
well defined due to the well-posedness of the variational problem (proposition 2.1) and the
consistency of definitions (46)–(50).

We now state the differentiability of the forward operator.

Theorem 2.1 (Differentiability of F). For every ϒ ∈ K, the operator F is Frechet differentiable
in K. Moreover, its Frechet derivative DF (ϒ) : K → O is defined by

DF(ϒ)ϒ̃ = (Mu(ũ),Mp( p̃)), (52)

where h̃ ≡ (ũ, p̃) satisfies (ũ(x, 0), p̃(x, 0)) = (0, 0) and

L(ϒ1, ũ, w) −
∫

!2

bp̃∇ · w +
∫

!1

ϒ̃1 eϒ1 (∇ · u)(∇ · w) = 0, (53)

∫

!2

1
M

∂ p̃
∂t

w +
∫

!2

ν−1 eϒ2∇ p̃ · ∇w +
∫

!2

b
∂∇ · ũ

∂t
w +

∫

!2

ν−1ϒ̃2 eϒ2∇p · ∇w = 0 (54)

a.e. in (0, T ), for all W ∈ W . In (53)–(54), h(ϒ) = (u, p) is the solution to the variational
model (41)–(42).

Proof. See section 5.2. "

3. The inverse problem

In the previous section we presented the geophysical problem of describing reservoir flow
coupled to geomechanics for a prescribed elastic and petrophysical properties of the subsurface.
We formulated this problem as forward operator F that maps the set of admissible (subsurface
properties) parameters K to the observation space O. Let us now consider a specific physical
problem and denote by ϒ† = (ϒ†

1 ,ϒ†
2 ) the corresponding subsurface properties. Assuming

that the model is perfect, if ϒ† = (ϒ†
1 ,ϒ†

2 ) is known, then (du, dp) ≡ F(ϒ†) are the
measurements that we collect if no error is made during the measurement process. However,
as we stated before, knowledge of ϒ† = (ϒ†

1 ,ϒ†
2 ) is very limited or even inexistent.

However, (du, dp) (the observations) may be available from satellite observations and borehole
measurements. We can then formulate the following IP.

Definition 3.1 (Inverse problem). Given observations (du, dp) ∈ O, i.e. pressure data dp from
wells and surface displacement data du, find ϒ = (ϒ1,ϒ2) such that

F(ϒ) ≡
(
Mu(u),Mp(p)

)
= (du, dp), (55)

where h(ϒ) = (u, p) is the solution to the variational model (definition 2.1).

In practice, the measurement process introduces error. Therefore, it is more realistic to
assume that we are given data contaminated with noise dη. We additionally assume that we
are provided with the knowledge of the noise level η, in the sense that

||d − dη||O ! η. (56)

For the general case where η /= 0, we understand the solution to the IP as an approximation
when η → 0 (see corollary 3.2 below).

11
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3.1. Iterative regularization

The main goal now is to numerically solve the IP from definition 3.1. A straightforward
approach is to consider a least-squares formulation of the form: find

ϒ̂ ≡ arg min
ϒ∈K

||dη − F(ϒ)||2O. (57)

One then may be tempted to implement a standard optimization technique to solve (57).
However, as we explain below, solving the IP may result in numerical instabilities due to the
compactness of the forward operator that we state in the following theorem.

Theorem 3.1. F is compact and weakly (sequentially) closed in K.

Proof. See section 5.3. "

Corollary 3.1. The IP of definition 3.1 is ill-posed in the following sense: there is a sequence
ϒn ∈ K for which ϒn ! ϒ and F(ϒn) → F(ϒ).

Proof. Due to the compactness and the weak closeness of F , as well as the separability
of the Hilbert spaces under consideration, the ill-posedness follows from standard arguments
[7]. "

Corollary 3.1 implies that elements arbitrarily close in O may not correspond to arbitrarily
close preimages inK. This ill-posedness may be reflected in the computational implementation
for the solution to (57). For example, a standard gradient-descent technique typically provides a
sequence of updates ϒn that decrease the data misfit at each iteration (i.e. ||dη −F(ϒn+1)||O !
||dη − F(ϒn)||O). One may expect this decrease to be accompanied with a reduction of the
error with respect to a solution of the IP ϒ/ (i.e. ||ϒn − ϒ/||K ! ||ϒn+1 − ϒ/||K). However,
due to the aforementioned instability, after some iterations, the reduction of the data misfit
may no longer correspond to decrease of the error. In fact, if the optimization technique is not
properly stopped, this lack of stability may lead to large error in the estimate of the solution to
the IP. It is therefore vital to alleviate this type of ill-posedness by means of regularization. In
this work, we use a truncated Newton-CG algorithm introduced by Hanke in [15]. This is an
iterative algorithm that consists of an outer loop where the IP is linearized around a previous
estimate. At each iteration level, the update is given by computing, with a conjugate gradient
(inner loop), a regularized approximation of the linearized problem. More precisely, if we
denote by DF(ϒn)∗ the adjoint operator of DF(ϒn), at each iteration level n, then the aim of
the Newton-CG algorithm is to solve

DF(ϒn)∗DF(ϒn)(ϒn+1 − ϒn) = DF(ϒn)∗
[
dη − F(ϒn)

]
, (58)

which are the normal equations of the linearized least-squares problem

ϒn+1 = arg min
ϒ∈K

||dη − F(ϒn) − DF(ϒn)(ϒ − ϒn)||. (59)

Since the linearization of a compact operator is compact [5, theorem 4.19], problem (59)
inherits the ill-posedness of the nonlinear problem established in corollary 3.1. Under some
conditions on F , the Newton-CG algorithm presented below alleviates the lack of stability
that results from the compactness of the linearization in (59). In other words, this algorithm
produces a stable solutions of the IP. However, the ill-posedness of the IP can be addressed
by means of other regularization techniques (see the discussion after corollary 3.2). We
refer the reader to [19] for a complete analysis of iterative regularization techniques for
nonlinear ill-posed problems. We remark that the Newton-CG algorithm provides faster
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convergence than gradient-based approaches (e.g. Landweber iteration [19, chapter 2]) at
a reasonable computational cost. Nonetheless, other regularization techniques should be
tested and compared for optimal computational performance. We now present the Newton-CG
algorithm for the solution to the IP problem.

Algorithm 1 (Truncated Newton-CG).
Let 0 < ρ < 1 and τ > 2/ρ2. For n = 1, . . .

• Forward model. Evaluate the forward operator at the current estimate

F(ϒn) =
(
Mu(u),Mp(p)

)
. (60)

This implies computing h(ϒn) ≡ (u, p) by solving the variational model (definition 2.1).
• Check for convergence (discrepancy principle). If

||dη − F(ϒn)||O ! τη (61)

stop. Output: ϒn.
• CG inner loop. Define

x1 = 0, r1 = dη − F(ϒn), s1 = dη − F(ϒn). (62)

For k = 1, . . . , kmax

∗ Check for convergence of the inner loop: if

||rk||O ! ρ||dη − F(ϒn)||O (63)

stop. Output: xk.
∗ Update the inner loop iterate:

xk+1 = xk + αkDF(ϒn)/sk, (64)

where

αk =
||DF(ϒn)/rk||2K

||DF(ϒn)DF(ϒn)/sk||2O
. (65)

∗ Update the conjugate directions:

rk+1 = rk − αkDF(ϒn)/rk, (66)

sk+1 = rk+1 +
( ||DF(ϒn)/rk+1||2K

||DF(ϒn)/rk||2K

)
sk. (67)

• Update. ϒn+1 = ϒn + xk, set n → n + 1 and repeat.

Note that for each k, DF(ϒn)/rk can be stored and used in the subsequent iteration of the
inner loop.

Remark 3.1. If kmax = 1,

ϒn+1 = ϒn +
||DF(ϒn)/(dη − F(ϒn))||2K

||DF(ϒn)DF(ϒn)/(dη − F(ϒn))||2O
DF(ϒn)/(dη − F(ϒn)), (68)

and then the Newton-CG algorithm becomes the steepest-descent method [19, chapter 3].
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3.2. Convergence and regularizing properties

In this section, we present the conditions under which the Newton-CG algorithm provides
stable solutions to the IP presented in definition 3.1. Consider the following assumption.

Assumption 3.1. For every ϒ̂ there exists constants r > 0 and C > 0 such that for all
ϒ, ϒ̃ ∈ B(ϒ̂, r),

||u − ũ||H1(!1)3 ! C||Mu(u − ũ)||L2(S )3 , (69)

||p − p̃||L2(!2) ! C||Mp(p − p̃)||L2[0,T ]N (70)

a.e. in (0, T ) where h(ϒ) = (u, p) and h(ϒ̃) = (ũ, p̃) are the solutions to the variational
model (41)–(42) with ϒ and ϒ̃, respectively.

Under the previous assumption we prove that the forward model satisfies a nonlinearity
condition required for the convergence of the Newton-CG algorithm.

Theorem 3.2. Under assumption 3.1, for every ϒ̂ there exist constants r > 0 and C > 0 such
that

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||O ! C||ϒ̃ − ϒ||K||F(ϒ̃) − F(ϒ)||O (71)

for all ϒ̃,ϒ ∈ B(ϒ̂, r).

Proof. See section 5.4. "

Remark 3.2. Assumption 3.1 is key for the convergence result of theorem 3.2 and for the
present problem is still an open problem. Note that the assumption is valid, for example, in
the case where Mu and Mp are linear and coercive (i.e. ||u||H1(!1)3 ! Cu||Mu(u)||L2(S )3

and ||p||L2(!2) ! Cp||Mp(p)||L2[0,T ]N ). In particular, if we consider the unrealistic case of
having measurements of pressure and surface deformation everywhere on their corresponding
domains, then Mu and Mp are the identity operators and the above property holds. Although
our choices of Mu and Mp (46)–(48) are not coercive, assumption 3.1 may still be valid
considering that the inequalities (69)–(70) must hold only for solutions to the variational
problem (41)–(42) with parameters within a prescribed neighborhood.

The following result follows now from [15, theorem 5.3].

Corollary 3.2 (Hanke [15]). Consider assumption 3.1. Let 0 < ρ < 1 and τ > 2/ρ2. Let ϒ
be a solution of the IP. There exists r > 0 such that if ϒ0 ∈ B(ϒ, r), then the Newton-CG
algorithm is well defined and terminates after m(η) < ∞ outer iterations. Moreover, the
estimate ϒη

m(η) converges to a solution of the IP as η → 0.

This corollary ensures the termination of the Newton-CG algorithm after a finite number
of iterations. The early termination of the scheme according to the discrepancy principle
establishes the regularization property of the scheme. Indeed, the convergence of ϒη

m(η) to
a solution of the IP as η → 0 is the stability that we seek by means of regularization. It is
worth mentioning that property (71) will ensure convergence of other iterative regularization
techniques such as the Levenberg–Marquard and the Landweber technique [19].
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3.3. Characterization of the adjoint

In the following, we provide the characterization of DF/ which is fundamental for the
numerical implementation of the Newton-CG algorithm presented above. The following lemma
is the basis for the adjoint characterization.

Lemma 3.1. Let ϒ̂ = (ϒ̂1, ϒ̂2) ∈ K and r > 0. For all ϒ = (ϒ1,ϒ2) ∈ B(ϒ̂, r) there exists
a unique (wu, wp) ∈ L2(0, T ; H1(!1)

3) × H2,1(!2 × [0, T ]) such that wp(x, T ) = 0 and

L(ϒ1, wu, h1) −
∫

!2

b
∂wp

∂t
∇ · h1 =

∫

S
A1 · γ(h1), (72)

∫

!2

[
− 1

M
∂wp

∂t
h2 + ν−1 eϒ2∇wp · ∇h2

]
−

∫

!2

b∇ · wuh2 =
∫

!2

A2h2 (73)

a.e. in [0, T ] for all (h1, h2) ∈ W and for all (A1, A2) ∈ L2(0, T ; L2(S )3)×L2(0, T ; L2(!2)).
Moreover,

max
{
||wu||L2(0,T ;H1(!1)3), ||w||H2,1(!2×[0,T ])

}
! C

(
||A1||L2(0,T ;L2(S )3 ) + ||A2||L2(0,T ;L2(!2)

)
,

(74)

where C depends only on M, ν, µ, !1, !2, T , ϒ̂ and r.

Proof. See section 5.5. "

In the following proposition, we use the adjoint system (72)–(73) to characterize the
adjoint of the Frechet derivative of the forward operator.

Proposition 3.1. Let ϒ ∈ K and h(ϒ) = (u, p) be the corresponding solution to the
variational model (41)–(42). For every d ∈ O, the adjoint operator of DF (ϒ) is the operator
DF(ϒ)/ : O → K defined by

DF(ϒ)/d = ( f1, f2), (75)

where

f1(x) ≡ −
∫ T

0

∫

!1

eϒ1 (∇ · u)(∇ · wu)C1(x, x′) dx′, (76)

f2(x) ≡ −
∫ T

0

∫

!2

ν−1 eϒ2∇p · ∇wpC2(x, x′) dx′, (77)

and (wu, wp) are the solutions to the adjoint problem (72)–(73) for

A1 = 1
σu

du, A2 = 1
σp

N∑

j=1

d j
p(t)δ(x − x j) dx. (78)

Proof. See section 5.6. "
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Table 1. Reservoir description.

Variable (units) Nominal value

ν(Pas) 5 × 10−4

M(Pa) 2.5 × 108

b 1
µ(Pa) 5 × 107

p0(Pa) 2.6 × 107

T (days) 500
b Injection rate (m3 s−1) 1.25
b Production rate (m3 s−1) 0.41
a Constant on its domain of definition.
b Constant on [0, T ].

4. Numerical implementation and examples

In this section, we present numerical examples that show the potential of the proposed
inverse model for the estimation of petrophysical and elastic properties of the subsurface.
In particular, we accomplish the following four goals. First, we show that inverting pressure
and surface deformation data provide better estimates of the log-permeability (i.e. ϒ2) than
the inversion of only pressure data. In other words, we display the advantage of inverting
coupled flow-geomechanics models versus inverting standard flow models. Second, we show
that the proposed technique is also capable of providing reasonable estimates of the elastic
property log λ (i.e. ϒ1). The third goal of our numerical experiments is to expose issues of
estimating both properties jointly (multi-parameter estimation). The fourth and final goal of
this section is to provide the numerical evidence of regularization and convergence presented
in previous sections. In section 4.1, we describe the numerical implementation of the proposed
methodology. Then, numerical experiments are presented in section 4.2. For all experiments,
the additional parameters in the model (41)–(42) (i.e. µ, q, M, b and ν) are assumed known.
These parameters as well as pertinent information are displayed in table 1.

4.1. Implementation of the geomechanics-flow model

The first step of the Newton-CG scheme requires the evaluation of the forward operator. This
in turn implies the solution to the variational problem (41)–(42). A direct approach to solve
these types of fully coupled problems is to choose consistent discretizations for both the
elasticity operator in (40) and the parabolic equation (42), respectively. One can then derive
a fully coupled ODE system for the vector of pressure nodal values and the vector of nodal
values of each component of the displacement field. The direct approach is then to solve the
resulting ODE system with the standard solver of choice. However, this direct approach has
two main disadvantages. First, for subsurface problems the size of the resulting ODE system is
typically computationally prohibitive. Second, the direct approach may not be practical when
previously developed software is utilized for the elasticity and/or the flow problem. In order to
overcome those issues, several coupling techniques have been recently proposed [21, 20]. The
aim of those techniques is to iteratively couple (maybe already existing) subsurface flow and
geomechanical models so that the converged solution approximates the solution to the fully
coupled problem. Convergence and stability properties of some of those techniques can also
be found in [21, 20].

For the dimensions of the subsurface problem considered in this section, the fully coupled
approach does not impose a significant computational challenge for solving the forward model.
However, one realizes that computational savings are desirable when this type of model has
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to be solved multiple times in an iterative scheme such as the utilized Newton-CG algorithm.
In this case, computational efficiency and reasonable accuracy can be achieved by using an
iterative coupling strategy. Moreover, iterative coupling enables us to utilize our existing
independent codes for elasticity and subsurface flow. For these reasons, we implemented the
fixed-stress coupling approach of Kim et al presented in [21]. Kim et al proved convergence and
stability of the fixed-stress approach for problems similar to (41)–(42). We have additionally
applied the aforementioned approach to solve the coupled problems (53)–(54) (linearization)
and (72)–(73) (adjoint) that appear multiple times in the Newton-CG algorithm of section 3.

In our fixed-stress implementation for the solution to (41)–(42), we use the finite element
(FE) method for the discretization of the elasticity operator (40). The domain !1 is partitioned
into a regular tetrahedral grid with linear elements. For this ‘elasticity part’, we follow the
numerical approach and the MATLAB implementation of [2]. The nodal values of each
coordinate of u are evaluated on each vertex of the tetrahedral grid. On the other hand, since
the parabolic equation (42) in p is a flow problem, the implementation of a locally mass
conservative method is desirable. We therefore use the cell-center finite differences of [28]. In
this case, !2 is partitioned into hexahedral cells whose centers are the nodes of the pressure
field p. On each cell, p is approximated with a constant function corresponding to the nodal
value at that cell. The coupling term in (41) (second term on the left-hand side) is discretized
by using the piecewise constant approximation of p. Due to the simple and regular geometry
considered here, each hexahedron in the partition of !2 has a unique partition into elements of
!1. Therefore, p can be easily projected on !1 to obtain a straightforward discretization of the
coupling term in (41). For the discretization of the coupling term (third term on the left-hand
side) in (42), we use the FE approximation for u. Thus, ∇ · u takes constant values on each
element of !1. From the previous argument about the geometry, it follows that the projection
of ∇ · u in !2 can be trivially obtained for the construction of the aforementioned coupling
term. Finally, a backward-Euler discretization scheme is used for the time-discretization of
(42). The resulting discretized systems are then iteratively coupled according to the fixed-
stress approach of [21] which provides an approximate solution to the fully coupled model
(41)–(42).

For the implementation of the Newton-CG algorithm, we take the ‘optimize-then-
discretize’ approach that consists of implementing the numerical discretization of (60)–(68).
More precisely, we use analogous procedures to the ones described above (based on the
fixed-stress approach) to solve the discretized PDEs that define DF(ϒn) (equations (53)–(54),
theorem 2.1) and DF(ϒn)/ (equations (72)–(73), proposition 3.1), respectively. Our ‘optimize-
then-discretize’ implementation substantially differs from ‘discretize-then-optimize’, where
the forward model (41)–(42) is first discretized and then the Newton-CG is applied to the
derivative (and corresponding adjoint) of the discretized model. For the advantages and
drawbacks of both approaches, we refer the reader to the discussion of [14, section 2.9]. For the
computer code that we develop for the numerical implementation of (53)–(54) and (72)–(73),
the ‘optimize-then-discretize’ approach provides a straightforward strategy. We recognize,
however, that inconsistent gradients may appear and so the ‘discretize-then-optimize’ approach
should also be considered. Nevertheless, our stopping criteria (discrepancy principle) does not
involve the derivative of the forward map, and our experiments indicate that possible gradient
inconsistencies do not affect the final outcome of the inversion.

4.2. Experiments

We now describe the geometry for the subsequent experiments. The domain !1 is a rectangular
box with a squared base of dimensions 4000 m × 4000 m. The top of the box corresponds to
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Figure 2. Experimental setup.

the ground surface S where measurements of surface deformation are collected. The distance
from S to the base of !1 is 700 m. The domain of the reservoir (i.e. !2) is the rectangular box
imbedded in !1 as shown in figure 2. The dimensions of !2 are 4000 m × 4000 m × 100 m.
The faces of !2 are parallel to the ones of !1. The underburden and the overburden consist
of identical rectangular boxes, each of dimensions 4000 m × 4000 m × 300 m. Note that the
top of the reservoir is at depth of 300 m with respect to the ground surface S. We consider a
well configuration that consists of two injection wells (red squares) and six production wells
(black dots). The 2D view of the locations of those wells are displayed in figure 3 (top-right).
Injection and production wells are operated under specified constant rates (see table 1).

For the validation of the Newton-CG algorithm we use synthetic data generated with
our implementation for the solution to (41)–(42). To avoid inverse crimes, synthetic data are
generated by solving (41)–(42) on a finer grid than the one used for the discretization of the
variational problems in the data inversion scheme. For the fine simulation, !1 is partitioned
into 5 × 105 tetrahedral elements. The reservoir domain !2 is discretized into 80 × 80 ×
1 cells. In contrast, for the implementation of the Newton-CG algorithm !1 is partitioned into
1.25 × 105 elements while !2 is partitioned into 40 × 40 × 1 cells. Note that, for simplicity,
we consider the case where !2 is a thin reservoir which can be represented as one single layer
in the vertical direction. Therefore, only two-dimensional flow takes place. Nevertheless, the
full three-dimensional elasticity behavior is simulated on !1. For all the experiments of this
paper, we consider κ = 1 in (32).

4.2.1. Estimation of ϒ2 = log(K). Assuming that ϒ1 is known, in this subsection we consider
only the estimation of the log-permeability ϒ2. Note, however, that our formulation accounts
for the joint estimation of ϒ1 and ϒ2. In terms of the formulation of the previous section, the
(single-parameter) estimation of ϒ2 simply consists of defining K = K2. Additionally, since
ϒ1 is known, the forward map is independent of ϒ1 and the last term on the right-hand side
of (53) vanishes. In this case, it is not difficult to see that the adjoint operator (75) reduces
to one component that corresponds to the adjoint of the derivative with respect to the (only
unknown) ϒ2.

To generate synthetic data, we first prescribe an isotropic spherical covariance model (see
[6, chapter 4]) with range 1.7 km. This covariance model is used in the geostatistical software
SGEMS [27] to generate a stochastic field by means of (unconditioned) sequential Gaussian
simulation. The resulted field is denoted by ϒ†

2 and its plot is shown in figure 3 (top-left).
We use this ϒ†

2 as the ‘true’ log-permeability field for the experiment in this section. In other
words, we use ϒ†

2 in model (41)–(42) to find u(x, y, z, t) and p(x, y, t). As an example, in
figure 4 we show the three components of u(x, y, z, t = T )|S , i.e. the change of displacement of
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Figure 3. Estimation of ϒ2 = log(K). Top-left: true log-perm ϒ†
2 (log(m2)). Top-right: prior

log-perm (log(m2)) and well configuration. Bottom-left: estimate ϒ2 (log(m2)) from inverting
d = dp. Bottom-right: estimateϒ2 (log(m2)) from inverting d = (du, dp).

the ground surface S at the final time. Similarly, in figure 4 (bottom-right) we plot the pressure
field p(x, y, t = T ) at the final simulation time t = T . The solution (u(x, y, z, t), p(x, y, t)) to
(41)–(42) with the ‘true’ log-perm is now used to define synthetic data (du, dp) as follows:

du(x, y, t) ≡ u(x, y, z, t)|S + εu(x, y, t), dp(t) ≡ {p(xl, yl, t) + εl
p(t)}13

l=1, (79)

where εu(x, y, t) is a field of Gaussian random noise defined on every point of S, at each time
of the discretization scheme. Analogously, for each well location (xl, yl ), εl

p(t) is Gaussian
random noise defined at each time. For the experiment of this section, the variance of the noise
in (79) is 1% of the observations. More precisely,

||(εu, εp)||O = 0.01||(du, dp)||O. (80)

For simplicity, the same time discretization is utilized for both, the generation of data and
the implementation of the iterative scheme. Therefore, since the pressure data at each well
is a function of time, it can be directly utilized for the evaluation of the data misfit in the
second step of the Newton-CG algorithm. However, du is defined on each nodal value of S
discretized on the finer grid (to avoid inverse crimes). Then, we need to project du on the coarse
grid utilized for the implementation of the Newton-CG algorithm. It is essential to emphasize
that the true permeability ϒ†

2 is used only for the generation of synthetic data (du, dp). In
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Figure 4. Solution to (41)–(42) for ϒ2 = ϒ†
2 (i.e. ‘true’ log permeability). Top-left: ux(x, t = T )|S

(m). Top-right: uy(x, t = T )|S (m). Bottom-left: uz(x, t = T )|S (m). Bottom-right: p(x, y, t = T )
(×107 Pa).

addition, the covariance expression that we used for the generation of ϒ†
2 , is also utilized for

the definition of the space (28) (for i = 2). One can therefore think the covariance model as
prior information incorporated into the inverse model. These prior information and synthetic
data are used in our Newton-CG scheme to find an estimate ϒ2 of the log-permeability of the
reservoir.

The experiment we present in this section (i.e. estimation of ϒ2 = log(K) assuming ϒ1

known) is motivated by the interest of the reservoir modeling community in finding estimates
of absolute permeability for improving the prediction of reservoir dynamics. However, most of
the literature is focused on the estimation of permeability by inverting (or assimilation of) only
production data from wells. In the present formulation, the assimilation of only production
(pressure) data can be easily obtained by eliminating the second component of d = (du, dp),
and setting σu → ∞ in (50). Thus, in this first set of experiments, we use our inversion
approach to compute an estimate of log-permeability when we invert only pressure data (i.e.
we use d = dp). This estimate is shown in figure 3 (bottom-left). The same inversion approach
is used to compute an estimate of log-perm when combined pressure and surface deformation
data are inverted (i.e. when we use d = (du, dp)). In this case, the estimate is displayed in
figure 3 (bottom-right). We recall that for this experiment, ϒ1 is known and so for simplicity we
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Figure 5. Performance of the procedure for the estimation of ϒ2 = log(K). Top-left: log10 of the
squared data misfit. Top-right: squared error (expression (81)). The red solid line corresponds to
the case where only pressure data are inverted. The dotted black line indicates the performance
when pressure and surface deformation data are inverted. Bottom: same experiment corresponding
to the dotted line of the top-right panel. In this case, however, the discrepancy principle is not
enforced.

choose ϒ1(x, y) = 19.8 log (Pa) for all (x, y) ∈ !1. In both cases, we initialize the Newton-CG
algorithm with the constant field shown in figure 3 (top-right). It comes as no surprise that the
estimate computed by inverting only pressure data (from wells) recovers spatial features of
the ‘true’ log-permeability ϒ†

2 at the regions close to the well locations (figure 3 (top-right)).
From figure 3 (bottom-right), we can visually appreciate that the estimate computed with both
pressure data and surface deformation has a better resemblance to ϒ†

2 in regions in-between
the well locations. The performance of the estimation and the added value of the inversion of
surface deformation is quantified with the errors defined by

E2(ϒ2) = ||ϒ2 − ϒ†
2 ||K2 . (81)

In figure 5 (top-right), we display the errors (81) as a function of iterations of the Newton-CG
scheme. We clearly observe that the error with respect to the true log-permeability ϒ†

2 is smaller
when both pressure and surface deformation are inverted. In both cases, we see that the data
misfit, presented in figure 5 (top-left), decreases with the number of iterations. The Newton-
CG scheme is stopped according to the discrepancy principle (61) with τ = 2.5. In figure 5
(bottom), we display again the error when both types of data are inverted. However, in this case
the Newton-CG scheme is not stopped according to the discrepancy principle. We then note
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Figure 6. Estimation of ϒ1 = log(λ). Top: true log-lambda ϒ†
1 (log(Pa)). Bottom: estimate

ϒ1 (log(Pa)) from inverting d = (du, dp).

an increase of the error after it reaches a minimum. This constitutes the numerical evidence of
the ill-posedness predicted by corollary 3.1 due to the compactness of the forward operator.
In other words, even though the current estimate predicts data close to the observations (in
the observation space), the corresponding estimate diverges (in the parameter space) from the
true log-permeability ϒ†

2 .

4.2.2. Estimation of ϒ1 = log(λ). In this section, we assume that ϒ2 = log(K) is known.
For simplicity, we consider a constant field ϒ2(x, y) = −27.6 log(m2) for all (x, y) ∈ !2.
The goal is now to test the inversion approach for finding an estimate ϒ1 = log(λ) from
synthetic data. Since λ is an elastic property, it is clear that data from surface deformation are
more sensitive to changes in λ. Conversely, there is a low sensitivity in the pressure data with
respect to λ. Due to this low sensitivity, very poor estimates (not shown) of λ are obtained
when only pressure data are inverted. Therefore, for this experiment we consider the inversion
of combined synthetic surface deformation and pressure data.

For the generation of synthetic data, we define a ‘true’ elastic parameter ϒ1 = log(λ)

statistically generated with sequential Gaussian simulation. We used a spherical covariance
model with horizontal range of 3 km and vertical range of 1 km. The generated Gaussian field
is denoted by ϒ†

1 and presented in figure 6 (top). We recall that the elastic property ϒ†
1 must

be defined in !1. For reference, in figure 7 (top-left) we display the values of ϒ†
1 at !2, i.e.
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Figure 7. Estimation of ϒ1 = log(λ). Top-left: true ϒ†
1 |!2 (log(Pa)). Top-right: estimate ϒ1|!2

(log(Pa)). Bottom (left axis): log10 squared data misfit. Bottom (right axis) squared error.

ϒ†
1 (x, y, z = 300 m). The ‘true’ log-lambda is then used to solve the model equations (41)–

(42). Then, synthetic data are generated by adding noise of 1% as described in the previous
experiment. The initial guess for algorithm 1 is a constant field ϒ1(x, y) = 19.8 log(m2) for all
(x, y) ∈ !1. In figure 6, (bottom) we present the estimate ϒ1 obtained after 80 iterations of the
iterative scheme. After this number of iterations, the data misfit displayed in figure 7 (bottom)
exhibits stagnation around a value that satisfies the discrepancy principle with τ = 3.6.
The corresponding values of the estimate at the reservoir ϒ1(x, y, z = 300 m) are shown in
figure 7 (top-right). There is a clear visual agreement between the truth and the estimate. This
agreement can be quantified by means of the error

E1(ϒ1) = ||ϒ1 − ϒ†
1 ||K1 . (82)

The square of this error as well as the performance of the squared data misfit is displayed
in figure 7 (bottom). It is worth mentioning that the main agreement between ϒ†

1 and ϒ1 should
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be expected at the reservoir !2. This can be easily understood by recalling that the only source
for the elastic deformation of !1 is the subsurface flow which is considered only within the
reservoir !2. It is therefore not surprising that the estimate ϒ1 does not capture all the spatial
features of ϒ†

1 . Nevertheless, in the norm of the parameter space K1 (defined in !1), the error
of the estimate ϒ1 decreases with the number of iterations (see figure 7 (bottom)).

4.2.3. Multiple-parameter estimation. We now present a final experiment where we test the
capability of the Newton-CG algorithm to find joint estimates of ϒ1 and ϒ2 from combined
synthetic pressure data and surface deformation (i.e. d = (du, dp)). In this experiment, we
show the effect of the noise level on the estimation. Additionally, we numerically expose an
apparent increase of the ill-posedness, in the sense of uniqueness, of the IP. Since the parameters
ϒ1 = log(K) and ϒ2 = log(λ) are spatially varying functions, the lack of uniqueness is also
experienced in the case of single-parameter estimation. In fact, nonuniqueness was observed
in the experiments presented in sections 4.2.1 and 4.2.2. Indeed, both estimates and the truth
are, within the noise level, solutions to the IP. Nevertheless, we are interested in recovering,
at least partially, spatial features from the true properties. Intuitively, in the multiparameter
estimation, one expects that ‘many more’ possible combinations of functions (ϒ1,ϒ2) can lead
to the same data d = (du, dp). In the experiment below, we show that completely inaccurate
estimates can be obtained for large measurement errors.

The true log-perm ϒ†
2 and ‘true’ log-lambda ϒ†

1 are the fields displayed in figures 8
(top-left) and 9 (top), respectively. Synthetic data are generated with the same procedure as
before. However, for this experiment we generated four sets of synthetic data corresponding
to noise levels of 1%, 10%, 20% and 30% of the measurements. For all those sets, the CG
algorithm is initialized with constant fields with values ϒ1(x, y) = 19.8 log(m2) ((x, y) ∈ !1)
and ϒ2(x, y) = −27.6 log(m2) ((x, y) ∈ !2). For each set of data, the corresponding estimates
(ϒ1,ϒ2) from the iterative scheme are presented from the second to fifth row of figures 8 and
9. In the second column of figure 8 we additionally present the restriction of ϒ1 to !2 (the
reservoir). The misfit between data and model predictions is displayed in figure 10 (left). The
error of the estimates with respect to the truth is presented in figure 10 (right). The previous
graph quantifies the detrimental effect of noise in the observations. In this case, the visual
appreciation can be misleading. For example, one may argue that the permeability estimate
obtained from data contaminated with 20% error provides a visually better estimate than the
estimates obtained with smaller errors. However, in the joint estimation, one should expect a
decrease in the total error which includes also the estimate of log-lambda. More precisely, the
squared error in figure 10 (right) is defined by

E (ϒ1,ϒ2)
2 = E1(ϒ1)

2 + E2(ϒ2)
2 (83)

with E1 and E2 as defined in (82) and (81), respectively. It is also interesting to observe, from
figure 10 (left), that the data misfit decreases and stagnates at a value which satisfies the
discrepancy principle for τ = 2.6 (1%), τ = 0.975 (10%), τ = 0.98 (20%), and τ = 0.97
(30%). Similar values of τ were also found in [17, 18], where iterative regularization techniques
were applied to parameter identification in reservoir models [17, 18]. Moreover, as indicated
in [15], it is possible to obtain decrease of the error for τ s smaller than the ones predicted by
the theory (see corollary 3.1).

We now compare the performance of the Newton-CG scheme for producing estimates
in the case of multiparameter estimation against the single-parameter estimation case of the
previous subsections. We emphasize that those single-parameter estimation examples differ
substantially from multiparameter estimation. In other words, they are all different inverse
problems. The aim here is to show the suboptimal performance of the multiparameter case. To
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Figure 8. Estimation of ϒ = (ϒ1,ϒ2) = (log(λ), log(K)). Left column, from top to bottom:
true log-perm (ϒ/

2 ) (log(m2)), estimates ϒ2 (log(m2)) obtained from inverting synthetic data
contaminated with 1%, 10%, 20% and 30% of measurement error. Right column, from top to
bottom: true log-lambda in !2 (ϒ/

1 |!2 ) (log(Pa)), estimates ϒ1|!2 (log(Pa)) obtained from
inverting synthetic data contaminated with 1%, 10%, 20% and 30% of measurement error.
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Figure 8. (Continued.)

the left (respectively right) of figure 11 we display the comparison in the norm (81) (respectively
(82)) when multiparameter estimation is compared to single parameter-estimation for log(K)

(respectively log(λ)). Both, visually and quantitatively, the multiparameter estimate provides
suboptimal results with respect to the single-parameter estimation case.

We finally remark that, for the multi-parameter case, the estimation of both parameters
depends on the relative magnitudes of the norms in (32) (recall κ = 1 for this experiment).
Then, by modifying κ in (32), more weight can be given to one or the other parameter based on
the prior knowledge of the subsurface properties. To the best of our knowledge, in the context
of inverting properties in geomechanics-flow model, the optimal choice of the weighting factor
between the two subsurface properties is an open problem.

4.3. Conclusions and future work

Our synthetic experiments suggest that elastic and rock properties of the subsurface can be
estimated via data inversion of coupled flow-geomechanics models. In the single-parameter
estimation case, when both surface deformation and pressure data are inverted, more accurate
estimates of permeability were obtained with respect to the ones obtained from only
inverting pressure data. Furthermore, reasonable estimates of one of the elastic moduli were
accomplished in the single-parameter case. In the multi-parameter case, suboptimal joint
estimates of log(K) and log(λ) were obtained with respect to the single-parameter estimates.
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Figure 9. Estimation of ϒ = (ϒ1,ϒ2) = (log(λ), log(K)). From top to bottom: true log-lambda
ϒ/

1 (log(Pa)), and estimates ϒ1 (log(Pa)) obtained from inverting synthetic data contaminated
with 1%, 10%, 20% and 30% of measurement error.

Nevertheless, those suboptimal estimates displayed some of the spatial features of the true
properties. The lack of accuracy of the estimates in the multi-parameter case was presumably
associated with the increase of ill-posedness (non-uniqueness) with respect to the single-
parameter case.
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Figure 9. (Continued.)
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Figure 10. Performance of the estimation of ϒ = (ϒ1,ϒ2) = (log(λ), log(K)) for different noise
levels. Left: log10 squared data misfit. Right: error.

As we expect from the theoretical results of section 3, the utilized Newton-CG algorithm
provided stable computational solutions of the IP. More precisely, the stopping criteria
(discrepancy principle) of the scheme ensured that the decrease of the data misfit corresponded
to a decrease in the error of the estimate with respect to the solution to the IP. Moreover, when
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Figure 11. Performance comparison: multi-parameter versus single-parameter. Left: error E2
obtained from multiparameter estimation versus E2 obtained when only ϒ2 is estimated and
ϒ1 is known. Right: error E1 obtained from multiparameter estimation versus E1 obtained when
only ϒ1 is estimated and ϒ2 is known.

this criterion is not enforced, we observe divergence of the estimate from the solution to the
IP. Finally, our experiments showed that the quality of the estimate improves for smaller noise
levels. This constitutes the numerical evidence of the convergence with respect to the noise
level predicted by corollary 3.1. In summary, our experiments show that the application of
the Newton-CG algorithm of [15] provided the regularization required to find computational
solutions to the IP. However, the properties of the forward operator studied in this work are
suitable for the application of a broad spectrum of regularization techniques [19].

The model under consideration [13] provided valuable insight into the theoretical and
computational aspects of inverting geodetic and production data to estimate subsurface
properties. However, more challenging forward models are often encountered in applications
where the interaction of multi-phase flow needs to be described. The research and development
of simulators for such applications is advancing rapidly. It is therefore relevant to contribute
with ideas toward the development of the corresponding inverse models.

5. Proofs

From Korn’s inequality [4] and Cauchy–Schwartz we know that there exist constants κ1 and
κ2 such that

κ1||w||2H1(!1)3 !
∫

!

ε(w) : ε(w) ! κ2||w||2H1(!1)3 (84)

for all w ∈ {v ∈ (H1(!1))
3 : γ%D

(v) = 0}.
For the sake of clarity, in the subsequent analysis, the notation for the norms of the spaces

Hk(0, T ; H j(!i)) defined in section 2.2 will be simplified. More precisely, we define

||p||Hk(H j (!i )) ≡ ||p||Hk(0,T ;H j (!i)). (85)

We additionally define

A ≡
{
!1,!2, ϒ̂, r, M, b, ν, µ, T

}
. (86)

In order to prove differentiability of the forward operator F , we first need the following
proposition.
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5.1. Proof of proposition 2.1

Let ϒ̂ ∈ K and r > 0. Let ϒ = (ϒ1,ϒ2) ∈ B(ϒ̂, r) and consider (43)–(44). The existence
and uniqueness of h(ϒ) ≡ (u, p) ∈ H1(0, T ; H0)× (H1(0, T ; L2(!2))∩L∞(0, T ; H1(!2)))

that solves (43)–(44) follows directly from [13, theorem 2.1]. Note that λ(x) = eϒ1(x) > 0 for
all x ∈ !1, and (from our choice) λ ∈ K1 ↪→ C(!). Then, coercivity and continuity of the
bilinear form (43) can be established from standard arguments as for the case of constant λ of
[13]. In addition, from our selection ϒ2 ∈ K2, the embedding K2 ↪→ C1(!2) and the fact that
u ∈ H1(0, T ; H0), it follows from [24] that p ∈ H2,1(!2 × [0, T ]), where [24]

H2,1(!2 × [0, T ]) ≡ L2(0, T ; H2(!2)) ∩ H1(0, T ; L2(!2)) (87)

with norm (24). Additionally, it can be shown [17, corollary 3.1] that

||p||H2,1(!T ×[0,T ]) ! C
∣∣∣
∣∣∣b

∂(∇ · u)

∂t
+ f3

∣∣∣
∣∣∣
L2(0,T ;L2(!2))

! C
(
b||u||H1(0,T ;H1(!1)) + || f3||L2(0,T ;L2(!2 ))

)
, (88)

where C may depend only on !2, ϒ̂, T and r. In other words, estimate (88) holds uniformly
in B(ϒ̂, r).

The following proof consists of using the variational formulation (43)–(44) to find error
estimates for p and u that will lead to (45). Let us take (w, w) =

(
∂u
∂t , p

)
in (43)–(44) to find

1
2

d
dt

∫

!1

eϒ1 (∇ · u)2 + 1
2

d
dt

∫

!1

µε(u) : ε(u) −
∫

!2

bp∇ · ∂u
∂t

=
∫

!1

f1 · ∂u
∂t

+
∫

!1

f2∇ · ∂u
∂t

, (89)

1
M

1
2

d
dt

∫

!2

p2 +
∫

!2

ν−1 eϒ2 |∇p|2 +
∫

!2

b
∂(∇ · u)

∂t
p =

∫

!2

f3 p. (90)

We integrate the previous expressions from 0 to t and integrate by parts (with respect to
time) the right-hand side of (89). We additionally use that u(·, 0) = 0 and add the resulting
expressions to arrive at

1
2

∫

!1

eϒ1 (∇ · u)2 + 1
2

∫

!1

µε(u) : ε(u) + 1
M

1
2

∫

!2

p2 +
∫ t

0

∫

!2

ν−1 eϒ2 |∇p|2 = 1
M

1
2

∫

!2

p2
0

+
∫ t

0

∫

!2

f3 p +
∫

!1

f1(t) · u(t) +
∫

!1

f2(t)∇ · u(t)

−
∫ t

0

∫

!1

∂f1

∂t
· u −

∫ t

0

∫

!1

∂ f2

∂t
∇ · u. (91)

Therefore,

1
2

∫

!1

eϒ1 (∇ · u)2 + 1
2

∫

!1

µε(u) : ε(u) + 1
M

1
2

∫

!2

p2 +
∫ t

0

∫

!2

ν−1 eϒ2 |∇p|2

! 1
M

1
2
||p0||2L2(!2) +

∫ t

0
|| f3||L2(!2 )||p||L2(!2) + ||f1(t)||L2(!1)||u(t)||L2(!1)

+|| f2(t)||L2(!1)||∇ · u(t)||L2(!1) +
∫ t

0

∣∣∣
∣∣∣
∂f1

∂t

∣∣∣
∣∣∣
L2(!1)

||u||L2(!1)

+
∫ t

0

∣∣∣
∣∣∣
∂ f2

∂t

∣∣∣
∣∣∣
L2(!1)

||∇ · u||L2(!1).
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From standard computations and (84), we have

||u(t)||H1(!1) ! C
(

||p0||2H1(!2) +
∫ T

0
|| f3||L2(!2)||p||L2(!2) + ||f1(t)||L2(!1)||u(t)||L2(!1)

+ || f2(t)||L2(!1)||∇ · u(t)||L2(!1 )+
∫ T

0

∣∣∣
∣∣∣
∂f1

∂t

∣∣∣
∣∣∣
L2(!1)

||u||L2(!1)

+
∫ T

0

∣∣∣
∣∣∣
∂ f2

∂t

∣∣∣
∣∣∣
L2(!1)

||∇ · u||L2(!1)

)
,

where C depends only on A in (86). Integrating again and repeatedly applying Cauchy–
Schwartz yields

||u||2L2(H1(!1)) ! C
(
||p0||2H1(!2) + || f3||L2(L2(!2))||p||L2(L2(!2))

+
(
||f1||H1(L2(!1)) + || f2||H1(L2(!1))

)
||u||L2(H1(!1))

)

which from (88) can be written as

||u||2L2(H1(!1)) ! C
(
||p0||2H1(!2) + || f3||2L2(L2(!2))

+
(
||f1||H1(L2(!1)) + || f2||H1(L2(!1)) + || f3||L2(L2(!2))

)
||u||H1(H1(!1))

)
, (92)

where C depends only on A. We now formally differentiate (43) with respect to time and take
(w, w) =

(
∂u
∂t ,

∂ p
∂t

)
to find

∫

!1

eϒ1

(
∇ · ∂u

∂t

)2
+

∫

!1

eϒ2ε

(
∂u
∂t

)
: ε

(
∂u
∂t

)
−

∫

!2

b
∂ p
∂t

∇ · ∂u
∂t

=
∫

!1

∂f1

∂t
· ∂u

∂t
+

∫

!1

∂ f2

∂t
∇ · ∂u

∂t
,

∫

!2

1
M

[
∂ p
∂t

]2

+ d
dt

∫

!2

ν−1 eϒ2 |∇p|2 +
∫

!2

b
∂∇ · u

∂t
∂ p
∂t

=
∫

!2

f3
∂ p
∂t

.

Adding the equations above and integrating from 0 to t, we obtain
∫ t

0

∫

!1

eϒ1

[
∇ · ∂u

∂t

]2
+

∫ t

0

∫

!1

2µε

(
∂u
∂t

)
: ε

(
∂u
∂t

)
+

∫ t

0

∫

!2

1
M

[
∂ p
∂t

]2

+
∫

!2

ν−1 eϒ2 |∇p|2

=
∫ t

0

∫

!2

f3
∂ p
∂t

+
∫

!2

ν−1 eϒ2 |∇p0|2 +
∫ t

0

∫

!1

∂f1

∂t
· ∂u

∂t
+

∫ t

0

∫

!1

∂ f2

∂t
∇ · ∂u

∂t
.

(93)

We apply (84) and Cauchy–Schwartz in the previous expression (for t = T ) to find
∣∣∣
∣∣∣
∂u
∂t

∣∣∣
∣∣∣
2

L2(H1(!1))
! C

(
|| f3||L2(L2(!2))

∣∣∣
∣∣∣
∂ p
∂t

∣∣∣
∣∣∣
L2(L2(!2))

+ ||p0||2H1(!2)

+
(
||f1||H1(L2(!1)) + || f2||H1(L2(!1))

)∣∣∣
∣∣∣
∂u
∂t

∣∣∣
∣∣∣
L2(H1(!1))

)
, (94)

where C depends only on A. From the previous inequality, it follows trivially that
∣∣∣
∣∣∣
∂u
∂t

∣∣∣
∣∣∣
2

L2(H1(!1))
! C

(
|| f3||L2(L2(!2))||p||H2,1(!2×[0,T ]) + ||p0||2H1(!2)

+ (||f1||H1(L2(!1)) + || f2||H1(L2(!1)))||u||H1(H1(!1))

)

which from (88) becomes
∣∣∣
∣∣∣
∂u
∂t

∣∣∣
∣∣∣
2

L2(H1(!1))
! C

(
|| f3||2L2(L2(!2)) + ||p0||2H1(!2)

+ (||f1||H1(L2(!1)) + || f2||H1(L2(!1)) + || f3||L2(L2(!2 )))||u||H1(H1(!1))

)
.
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By combining the previous inequality with (92) and applying Cauchy’s inequality, we find

||u||2H1(H1(!1)) ! C
(

||p0||2H1(!2) + || f3||2L2(L2(!2))

+ 1
2ε

[
||f1||2H1(L2(!1 )) + || f2||2H1(L2(!1)) + || f3||2L2(L2(!2))

)
+ 3

2
ε||u||2H1(H1(!1))

)
,

for all ε > 0 and for some C that depends only on A. Then, for ε sufficiently small we have

||u||2H1(H1(!1)) ! C
(
||p0||2H1(!2) + || f3||2L2(L2(!2)) + ||f1||2H1(L2(!1)) + || f2||2H1(L2(!1))

)
, (95)

where C depends only on A.
From (33) and the fact that ϒ ∈ B(ϒ̂, r) it follows

||ϒ2 − ϒ̂2||C1(!) ! Ce||ϒ2 − ϒ̂2||K2 ! Cer.

In particular, |ϒ2(x) − ϒ̂2(x)| ! Cer for all x ∈ !2. Therefore, from (93) we find

ν−1 e−Cer eϒ̂2,/

∫

!2

|∇p|2 !
∫

!2

ν−1 e−Cer eϒ̃2 |∇p|2 !
∫

!2

ν−1 eϒ2 |∇p|2

!
∫ t

0

∫

!2

f3
∂ p
∂t

+
∫

!2

ν−1 eϒ2 |∇p0|2

+
∫ t

0

∫

!1

∂f1

∂t
· ∂u

∂t
+

∫ t

0

∫

!1

∂ f2

∂t
∇ · ∂u

∂t
, (96)

where ϒ̂2,/ ≡ minx∈!2{ϒ̂2(x)}. Then, from similar computations that led to (95), we arrive at
∫

!2

|∇p(·, t)|2 ! C
(
||p0||2H1(!2 ) + || f3||2L2(L2(!2)) + ||f1||2H1(L2(!1)) + || f2||2H1(L2(!1))

)

a.e. in [0, T ] where C may depend only on A. From (91) a similar estimate for
∫
!2

|p(·, t)|2
a.e. in [0, T ] can also be shown. Therefore,

||p||L∞(0,T ;H1(!2)) ! C
(
||p0||2H1(!2) + || f3||2L2(L2(!2)) + ||f1||2H1(L2(!1)) + || f2||2H1(L2(!1))

)
.

(97)

We combine (95) with (88) and (97) to finalize the proof .

5.2. Proof of theorem 2.1

Consider the following observation.

Observation 1. It is straightforward to show that the exponential operators eϒ1 : C(!) →
C(!) and eϒ2 : C1(!2) → C1(!2) are continuously Frechet differentiable. From the assumed
embedding K1 ↪→ C(!) and K2 ↪→ C1(!2), it follows easily that eϒ1 : K1 → C(!1) and
eϒ2 : K2 → C1(!2) are also continuously Frechet differentiable.

We now prove the following lemma.

Lemma 5.1. Let G : K → H be the mapping G(ϒ) = h ≡ (u, p) given by the solution to the
variational model (41)–(42). G is continuous in K.

Proof. Let ϒ ∈ K and ε > 0. Let h = (u, p) as above. Let C > 0 be the constant granted by
proposition 2.1 applied to B(ϒ, 1). Define

A ≡ C2(1 + 2ν−1)(||p0||H1(!2) + ||q||L2(L2(!2)) + ||f||H1(L2(!1))). (98)
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From observation 1, we take δ̃ > 0 such that

||eϒ̃1 − eϒ1 ||C(!1) + ||eϒ̃2 − eϒ2 ||C1(!2) ! ε

A
, (99)

provided that

||ϒ̃1 − ϒ1||K1 + ||ϒ̃2 − ϒ2||K2 < δ̃. (100)

Let δ ≡ min{1, δ̃}. Proposition 2.1 ensures that for every ϒ̃ ∈ K with ||ϒ − ϒ̃||K ! δ,

||h̃||H ! C
(
||p0||H1(!2) + ||q||L2(L2(!2)) + ||f||H1(L2(!1))

)
, (101)

where h̃(ϒ̃) = (ũ, p̃) is the solution to (41)–(42) for ϒ̃. Moreover, from (41)–(42) it is not
difficult to see that h − h̃ satisfies

L(ϒ1, u − ũ, w) −
∫

!2

b[p − p̃]∇ · w =
∫

!1

[
(eϒ̃1 − eϒ1 )(∇ · ũ)(∇ · w), (102)

∫

!2

1
M

∂[p − p̃]
∂t

w +
∫

!2

ν−1eϒ2∇ · [p − p̃] · ∇w +
∫

!2

b
∂∇ · [u − ũ]

∂t
w

= −
∫

!2

ν−1w∇ · (eϒ̃2 − eϒ2 )∇ p̃, (103)

for all (w, w) ∈ W . The right-hand side of (103) has been obtained after integrating by parts
and using the boundary condition (9). Proposition 2.1 can be now applied to (102)–(103).
Therefore,

||h − h̃||H ! C
(
|| f2||H1(L2(!1)) + ||f3||L2(L2(!2))

)
, (104)

where

f2 = (eϒ̃1 − eϒ1 )∇ · ũ, f3 = −ν−1∇ · (eϒ̃2 − eϒ2 )∇ p̃. (105)

From (105) and some simple computations, we find

||h − h̃||H ! C
(
||eϒ̃1 − eϒ1 ||C(!1)||ũ||H1(H1(!1)) + 2ν−1||eϒ̃2 − eϒ2 ||C1(!2)|| p̃||L2(H2(!2))

)
.

(106)

Note that, from proposition 2.1, the constant C in (104) (and therefore in (106)) is the same as
in (101). We finally combined (106) with (98), (99) and (101) to obtain

||h − h̃||H ! C
ε

A
(1 + 2ν−1)||h̃||H ! ε, (107)

which proves the continuity of G at an arbitrary ϒ ∈ K . "
For ϒi, ϒ̃i ∈ Ki (i ∈ {1, 2}). Let us define the residuals

R(ϒi, ϒ̃i) ≡ eϒ̃i − eϒi − (ϒ̃i − ϒi) eϒi . (108)

Lemma 5.2. Let ϒ, ϒ̃ ∈ K and h(ϒ) = (u, p), h̃(ϒ̃) = (ũ, p̃) be the corresponding solutions
to (41)–(42). Let ξ = (ξu, ξp) be the solution to

L1(ϒ1, ξu, w) −
∫

!2

bξp∇ · w +
∫

!1

(ϒ̃1 − ϒ1) eϒ1 (∇ · u)(∇ · w) = 0, (109)

∫

!2

1
M

∂ξp

∂t
w +

∫

!2

ν−1 eϒ2∇ξp · ∇w +
∫

!2

b
∂∇ · ξu

∂t
w

+
∫

!2

ν−1(ϒ̃2 − ϒ2) eϒ2∇p · ∇w = 0, (110)
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for all (w, w) ∈ W . Then, the residuals

ru ≡ ũ − u − ξu, rp ≡ p̃ − p − ξp, (111)

are the solutions to the following variational problem

L1(ϒ1, ru, w) −
∫

!2

brp∇ · w = −
∫

!1

R(ϒ1, ϒ̃1)(∇ · ũ)(∇ · w)

+
∫

!1

(ϒ1 − ϒ̃1) eϒ1 (∇ · (ũ − u))(∇ · w), (112)

∫

!2

1
M

∂rp

∂t
w +

∫

!2

ν−1 eϒ2∇rp · ∇w +
∫

!2

b
∂∇ · ru

∂t
w = −

∫

!2

ν−1R(ϒ2, ϒ̃2)∇ p̃ · ∇w

+
∫

!2

ν−1 eϒ2 (ϒ2 − ϒ̃2)(∇ p̃ − ∇p) · ∇w, (113)

a.e. in (0, T ] for all (w, w) ∈ W .

Proof. The proof is straightforward from (40), (41)–(42) and (53)–(54). "

Proof of theorem 2.1. Let ϒ ∈ K be arbitrary but fixed and ε > 0. Let h ≡ (u, p) be the
solution to (41)–(42) for all W ∈ W a.e. t ∈ (0, T ]. Let ϒ̃ ∈ K be arbitrary and let h̃ ≡ (ũ, p̃)

be the corresponding solution to(41)–(42), for all W ∈ H a.e. in (0, T ]. Let Ce and CS be
given by (33) and (19), respectively. Define

ω ≡ max{||eϒ2 ||C1(!2), ||eϒ1 ||C(!1)}, (114)

and

A ≡
(

1
σp

N∑

j=1

||δ(x − xl )||2L2(!2) dt + 1
σu

CS

)1/2

C(2ν−1 + 1)(||h||H + Ceω). (115)

From the lemma 5.1, we take δ1 > 0 such that

||h − h̃||H ! ε

A
, (116)

provided ||ϒ̃ − ϒ||K ! δ1. Consider the residuals defined in (108). From observation 1 let
δ2 > 0 be such that

||R(ϒ1, ϒ̃1)||C(!1) ! ε

A
||[ϒ̃1 − ϒ1]||K1 (117)

||R(ϒ2, ϒ̃2)||C1(!2) ! ε

A
||[ϒ̃2 − ϒ2]||K2 , (118)

provided that ||ϒ̃i − ϒi||Ki ! δ2 (i = 1, 2). Let C > 0 be the constant from proposition 2.1
applied to B(ϒ, min{δ1, δ2}). Then,

||h̃||H ! C(||p0||H1(!2) + ||q||L2(L2(!2)) + ||f||H1(L2(!1))), (119)

provided ||ϒ̃ −ϒ||K ! min{δ1, δ2}. Let ξ = (ξu, ξp) be the solution to (109)–(110) that exists
due to proposition 2.1. We now show that DF(ϒ)(ϒ̃ − ϒ) = (Mu(ξu),M(ξp)). We first
define the residuals r = (ru, rp) (111), and note that

F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ) = (Mu(ru),Mp(rp)), (120)
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which from (46)–(50) becomes

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||2O = 1
σp

∫ T

0
|Mp(rp)|2dt + 1

σu

∫ T

0

∫

S
|γS (ru)|2 dσ dt

! 1
σp

∫ T

0
||rp||2L2(!2)

N∑

j=1

||δ(x − xl )||2L2(!2 )dt + 1
σu

∫ T

0
CS ||ru||2H1(!1)dt

!
(

1
σp

N∑

j=1

||δ(x − xl )||2L2(!2 )dt + 1
σu

CS

)
||r||2H. (121)

The rest of the proof consist of finding a bound for ||r||2H so that the differentiability can be
established. From lemma 5.2 we know that r = (ru, rp) satisfy (112)–(113). So, we integrate
by parts the right-hand side of (113) and apply the boundary condition (9) to find∫

!2

1
M

∂rp

∂t
w +

∫

!2

ν−1 eϒ2∇rp · ∇w +
∫

!2

b
∂(∇ · ru)

∂t
w =

∫

!2

ν−1∇ · (R(ϒ2, ϒ̃2)∇ p̃)w

−
∫

!2

ν−1∇ · (eϒ2 (ϒ2 − ϒ̃2)(∇ p̃ − ∇p))w. (122)

It is not difficult to see that (112) and (122) can be written as (43)–(44) for f1 = 0 and

f2 = − R(ϒ1, ϒ̃1)(∇ · ũ) + (ϒ1 − ϒ̃1) eϒ1 (∇ · (ũ − u)), (123)

f3 = ν−1∇ · (R(ϒ2, ϒ̃2)∇ p̃) − ν−1∇ · (eϒ2 (ϒ2 − ϒ̃2)(∇ p̃ − ∇p)). (124)

From proposition (2.1), it follows that

||r||H ! C(|| f2||H1(L2(!1)) + ||f3||L2(L2(!2))), (125)

where the constant C can be chosen to be the same as in (119). Some straightforward
computations show now that

||r||H ! C2ν−1||R(ϒ2, ϒ̃2)||C1(!2)||p||L2(H2(!2)) + C||R(ϒ1, ϒ̃1)||C(!1)||ũ||H1(H1(!1))

+ 2Cν−1||ϒ2 − ϒ̃2||C1(!2)||eϒ2 ||C1(!2)||p − p̃||L2(H2(!2))

+C||ϒ1 − ϒ̃1||C(!1)||eϒ1 ||C(!1 )||u − ũ||H1(H1(!1)).

From (114), and (116), (117)–(118) we obtain

||r||H ! C
(

2ν−1 ε

A
||ϒ2 − ϒ̃2||K2 + ε

A
||ϒ1 − ϒ̃1||K1

)
||h||H

+Cω(2ν−1||ϒ2 − ϒ̃2||C1(!2) + ||ϒ1 − ϒ̃1||C(!1))
ε

A
. (126)

Then, from (33) and the definition of the corresponding norms

||r||H ! C(2ν−1 + 1)||ϒ − ϒ̃||K
ε

A
||h||H + ωCeC(2ν−1 + 1)C||ϒ − ϒ̃||K

ε

A
! C(2ν−1 + 1)(||h||H + Ceω)||ϒ − ϒ̃||K

ε

A
. (127)

From (115) we arrive at

||r||H ! ε

(
1
σp

N∑

j=1

||δ(x − xl )||2L2(!2)dt + 1
σu

CS

)−1/2

||ϒ − ϒ̃||K. (128)

We combine the previous expression with (121) to obtain

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||O ! ε||ϒ − ϒ̃||K, (129)

which proves differentiability of F . "
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5.3. Proof of theorem 3.1

Let B be a bounded set in K. We prove that F(B) is a relatively compact set in O. Note that

F(B) = {(Mu(u),Mp(p)) ∈ O|h(ϒ) = (u, p)is the solution to (41)–(42) forϒ ∈ B}.
Therefore, F(B) = F1(B) × F2(B) where

F1(B) = {Mu(u) ∈ L2(0; T, L2(S )3)|u is the first component of h(ϒ) = (u, p) withϒ ∈ B},
F2(B) = {Mp(p) ∈ L2[0; T ]N |p is the second component of h(ϒ) = (u, p) withϒ ∈ B}.
We first prove that F2 is relatively compact in L2(0; T, L2(S )3). We do so by verifying that the
hypotheses of [31, theorem 1] are satisfied. In other words, we show that

(1) {
∫ t2

t1
ξ (t) dt : ξ ∈ F2(B)} is relatively compact in L2(S )3 for all 0 < t1 ! t2 < T .

(2) ||ξ (t + h) − ξ (t)||L2(0,T−h;L2(S )3) → 0 as h → 0 uniformly in F2(B).

To show (1), we consider an arbitrary sequence in
{ ∫ t2

t1
ξ (t) dt : ξ ∈ F2(B)

}
. In other

words, we consider
{ ∫ t2

t1
Mu(un(t))dt : un is the first component of h(ϒn) = (u, p) with ϒn ∈ B

}

, (130)

for an arbitrary sequence ϒn ∈ B. Then, ||ϒn||K ! C1 for all n ∈ N. From proposition 2.1
and (45), it follows that

||un||H1(0,T ;H1(!1 )3) ! ||hn||H ! C[||p0||H1(!2) + ||q||L2(L2(!2)) + ||f||H1(L2(!1))] ≡ Q, (131)

where C depends on C1. From the Sobolev embedding H1(0, T ; H1(!1)
3) ↪→

C(0, T ; H1(!1)
3) [8, theorem 2, 5.9.2], we have

||un(·, t)||H1(!1)3 ! ||un||C(0,T ;H1(!1)3) ! C̃||un||H1(0,T ;H1(!1)3) ! C̃Q, (132)

for all t ∈ [0, T ] and for some constant C̃ > 0 that depends on T . Then, (132) implies that
the sequence ||un(·, t)||H1(!1)3 is bounded for all t ∈ [0, T ]. Since the trace γS : H1(!1)

3 →
L2(S )3 is a compact operator [22, theorem 6.10.5], there exists a subsequence also denoted
by γS (un(·, t)) and κ/

t ∈ L2(S )3 such that

γS (un(·, t)) → κ/
t strongly in L2(S )3, (133)

as n → ∞, for all t ∈ [0, T ]. Let us define κ : [0, T ] → L2(S )3 by κ(t) ≡ κ/
t . Since κ is the

pointwise limit of strongly measurable functions, κ itself is strongly measurable [16, theorem
3.5.4(3)]. We then have that

||γS (un(·, t)) − κ(t)||L2(S )3 → 0, (134)

for every t ∈ [0, T ]. In addition, from (19) and (132) we know that

||γS (un(t))||L2(S ) ! CSC̃Q,

which after passing the limit yields,

||κ(t)||L2(S ) ! CSC̃Q.

From the two previous estimates we obtain

||γS (un(·, t)) − κ(t)||L2(S )3 ! 2CSC̃Q, (135)

for all t ∈ [0, T ] and for all n ∈ N. Let t1, t2 ∈ (0, T ) such that t1 ! t2. Define gn : R → R by

gn(t) ≡
{

χ[t1,t2]||γS (un(·, t)) − κ(t)||L2(S )3 t ∈ [0, T ]

0 t /∈ [0, T ],
(136)
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where χ[t1,t2] is the characteristic function of [t1, t2]. Then, from (135) and (134) we observe
that

|gn(t)| ! 2CSC̃B, lim
n→∞

gn(t) = 0, (137)

for all t ∈ R. Then, from the dominated convergence theorem [8, theorem 2, 5.9.2], it follows
that

lim
n→∞

∫ t2

t1
||γS (un(·, t)) − κ(t)||L2(S )3 = lim

n→∞

∫

R
gn(t) dt =

∫

R
lim

n→∞
gn(t) dt = 0. (138)

On the other hand, from [8, theorem 8, E.5],
∣∣∣
∣∣∣
∫ t2

t1
(γS (un(·, t)) − κ(t)) dt

∣∣∣
∣∣∣
L2(S )3

!
∫ t2

t1
||γS (un(·, t)) − κ(t)||L2(S )3 dt,

which combined with (138) yields,
∫ t2

t1
Mu(un(t)) dt ≡

∫ t2

t1
γS (un(t)) dt →

∫ t2

t1
κ(t) dt in L2(S )3, (139)

for arbitrary 0 < t1 ! t2 < T . We have shown that an arbitrary sequence
{ ∫ t2

t1
Mu(un(t)) dt

}

has a convergent subsequence for all 0 < t1 ! t2 < T . Then, the set
{ ∫ t2

t1
ξ (t) dt : ξ ∈ F2(B)

}

is relatively compact in L2(S )3 for all 0 < t1 ! t2 < T which proves (1). On the other hand,
from [8, theorem 2, 5.9.2] we have that

un(t + h) − un(t) =
∫ t+h

t

dun

dt
dt, (140)

for all h > 0. Then, for all t ∈ [0, T − h], [8, theorem 8, E.5] and Cauchy–Schwarz yield

||un(t + h) − un(t)||H1(!1)3 !
∫ t+h

t

∣∣∣
∣∣∣
dun

dt

∣∣∣
∣∣∣
H1(!1)3

dt

! h1/2||un||H1(0,T ;H1(!1)3). (141)

We use (19) and (131) to find

||γS (un(t + h)) − γS (un(t))||L2(0,T−h;L2(S )3) ! h1/2CSQ(T − h), (142)

which implies ||γ(un(t + h)) − γ(un(t))||L2(0,T−h;L2(S )) → 0 as h → 0 for all n ∈ N which
establishes (2). Then F2(B) is relatively compact in L2(0, T ; L2(S )3).

To prove that F1(B) is relatively compact in L2[0, T ]N , we take a sequence ϒn ∈ B. From
the same argument as before, we have

||pn||H2,1(!2×[0,T ]) ! ||hn||H ! C(||p0||H1(!2) + ||q||L2(L2(!2)) + ||f||H1(L2(!1))) ≡ Q,

where C depends on C1. Then pn is a bounded sequence in H2,1(!2 × [0, T ]). From the
Lions–Aubin theorem [30, proposition III, 1.3] we know that H2,1(!2 × [0, T ]) is compactly
imbedded in L2(0, T ; L2(!2)). Therefore, for some subsequence (also denoted by pn) we
have that pn → p/ (strongly) in L2(0, T ; L2(!2)) for some p/ ∈ L2(0, T ; L2(!2)). From the
continuity of Mp it follows that

Mp(pn) → Mp(p/) strongly in L2(0, T )N, (143)

which proves that F1(B) is relatively compact in L2(0, T )N . Since F1(B) and F2(B) are
relatively compact in L2(0, T ; L2(S )3) and L2(0, T )N , respectively, then F(B) is relatively
compact in O which establishes the compactness of F .

We now prove that F is weakly sequentially closed. Let us take an arbitrary sequence
ϒn ⇀ ϒ ∈ K. Let us assume that F(ϒn) ⇀ (yu, yp) in O. First we note that the
embeddings in (33) are compact. Then, there exist ϒ ≡ (ϒ1,ϒ2) ∈ C(!1) × C1(!2) such
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that ϒn
1 → ϒ1 strongly in C(!1) and ϒn

2 → ϒ2 strongly in C1(!2). Let hn(ϒn) ≡ (un, pn)

and h(ϒ) ≡ (u, p) be the solutions to (41)–(42) for ϒn and ϒ, respectively. It is not difficult
to see that hn − h = (un − u, pn − p) satisfies

L(ϒn
1 , un − u), w) −

∫

!2

b[pn − p]∇ · w =
∫

!1

[(eϒ1 − eϒn
1 )(∇ · u)(∇ · w), (144)

∫

!2

1
M

∂[pn − p]
∂t

w +
∫

!2

ν−1 eϒn
2 ∇ · [pn − p] · ∇w +

∫

!2

b
∂∇ · [un − u]

∂t
w,

= −
∫

!2

ν−1w∇ · (eϒ2 − eϒn
2 )∇p (145)

for all (w, w) ∈ W . We now prove that hn → h ∈ H. Let ε > 0. From continuity of the
exponential function, let δ > 0 such that

||eϒ1 − eϒ̃1 ||C(!1) ! ε

A
, ||eϒ̃2 − eϒ2 ||C1(!2) ! ε

A
, (146)

with

A ≡ C−1(||u||H1(H1(!1)) + 2ν−1||p||L2(H2(!2)))
−1, (147)

provided that ||ϒ̃1 − ϒ1||C(!1) ! δ and ||ϒ̃2 − ϒ2||C1(!2) ! δ. Let N ∈ N such that
||ϒn

1 − ϒ1||C(!1) ! δ and ||ϒn
2 − ϒ2||C1(!2) ! δ for every n # N. From proposition 2.1

applied to B(ϒ, δ), there is C > 0 such that

||hn − h||H ! C(||eϒ1 − eϒn
1 ||C(!1)||u||H1(H1(!1)) + 2ν−1||eϒ2 − eϒn

2 ||C1(!2)||p||L2(H2(!2))),

(148)

for all n > N. Therefore, from (146)–(147)

||hn − h||H ! C
(
||u||H1(H1(!1 )) + 2ν−1||p||L2(H2(!2))

) ε

A
= ε, (149)

which implies that hn → h ∈ H. From the continuity of Mp and Mu, it follows that
F(ϒn) → F(ϒ) (strongly) in O. Therefore, F(ϒn) ⇀ F(ϒ). From uniqueness of the limit
of a weak convergent sequence, we find F(ϒ) = (yu, yp) which proves that F is weakly
(sequentially) closed.

5.4. Proof of theorem 3.2

The proof of 3.2 requires the following analysis. For i ∈ {1, 2} we define

!>
i ≡ {x ∈ !i : |ϒi − ϒ̃i| > 0} (150)

and

W (ϒ̃i,ϒi) =






R(ϒi, ϒ̃i)

eϒ̃i − eϒ1
if x ∈ !>

i

0 if x ∈ ! − !>
i

(151)

where the residuals are defined in (108) The following proposition is needed.

Lemma 5.3. For all ϒ, ϒ̃ ∈ K, W (ϒ̃1,ϒ1) ∈ L∞(!1), W (ϒ̃2,ϒ2) ∈ W 1,∞(!2).
Additionally, for every ϒ̂ ∈ K, there exists r > 0 such that for all ϒ, ϒ̃ ∈ B(ϒ̂, r)

||W (ϒ̃1,ϒ1)||L∞(!1) ! C||ϒ̃1 − ϒ1||C(!1) (152)

||W (ϒ̃2,ϒ2)||H1(!2) ! C||ϒ̃2 − ϒ2||C1(!2) (153)

where C may depend only on !1, !2, ϒ̂ and r.
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Proof. The proof is very similar to the one of proposition 3.1 in [17] and so we omit it. "

Lemma 5.4. For every ϒ̂ ∈ K, there exists r > 0 such that for all ϒ, ϒ̃ ∈ B(ϒ̂, r) and all
(vu, vp) ∈ L2(0, T ; L2(!1))×H2,1(!2 × [0, T ]) there exist functions ηu ∈ L2(0, T ; H0(!1))

and ηp ∈ H1(0, T ; L2(!2)) such that

∇ · ηu = W (ϒ̃1,ϒ1)vu in !1, (154)

∇ηp = W (ϒ̃2,ϒ2)∇vp in !2, (155)

a.e. in [0, T ]. Moreover,

||ηu||L2(H1(!1 )3) ! C||ϒ̃1 − ϒ1||C||vu||L2(L2(!1)), (156)

∣∣∣
∣∣∣
∂ηp

∂t

∣∣∣
∣∣∣
L2(L2(!2))

! C||ϒ2 − ϒ̃2||C1

∣∣∣
∣∣∣
∂vp

∂t

∣∣∣
∣∣∣
L2(L2(!2))

, (157)

where C > 0 depends only on !1, !2, ϒ̂ and r.

Proof. For almost every t in [0, T ], let φ(·, t) be the solution to the following problem:

∇ · ∇φ(·, t) = W (ϒ̃1,ϒ1)vu in !1, (158)

φ(·, t) = 0 on ∂!1, (159)

The existence of a unique solution φ(·, t) ∈ H1(!1) to (158)–(159) follows from standard
PDE theory. Furthermore, from elliptic regularity we know that φ(·, t) ∈ H2(!1) and

||φ(·, t)||H2(!1) ! C||W (ϒ̃1,ϒ1)vu||L2(!1), (160)

where C may possibly depend on !1. Similar arguments to the ones used in the proof of
lemma 3.3 in [17] can be applied here to show that φ : [0, T ] → H2(!1) is strongly
measurable. Then, from (160) and the previous proposition, it follows easily that φ ∈
L2(0, T ; H2(!1)). We define ηu ≡ ∇φ ∈ L2(0, T ; H1(!1)

3) and note that (158) implies
that ηu satisfies (154) a.e. in [0, T ]. Moreover, from (160)

||ηu(·, t)||H1(!1)3 ! C||W (ϒ̃1,ϒ1)||L∞(!1)||vu(·, t)||L2(!), (161)

which from the previous proposition implies (156). The existence of ηp in (155) and estimate
(157) follows directly from lemma 3.3 in [17]. "

Proof of theorem 3.2. Let r > 0 be such that the results of lemma 5.4 and assumption 3.1
hold on B(ϒ̂, r). Let C > 0 be the maximum of the corresponding Cs in (156)–(157) and
(69)–(70). Let ϒ, ϒ̃ ∈ B(ϒ̂, r). Let ξ = (ξu, ξp) be the solution to (109)–(110) which exist
from proposition 2.1. Let r = (ru, rp) be the residuals defined as in (111) of lemma 5.2. Note
that, in terms of these residuals, the left-hand side of (71) can be written as

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||2O = 1
σp

∫ T

0
|Mp(rp)|2 dt + 1

σu

∫ T

0

∫

S
|Mu(ru)|2.

(162)
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From lemma 5.2, r = (ru, rp) satisfies (112)–(113) which after adding and using (151)
becomes

L(ϒ1, ru, w) −
∫

!2

brp∇ · w +
∫

!2

1
M

∂rp

∂t
w +

∫

!2

b
∂∇ · ru

∂t
w +

∫

!2

ν−1 eϒ2∇rp · ∇w

= −
∫

!1

W (ϒ̃1,ϒ1)(eϒ̃1 − eϒ1 )(∇ · ũ)(∇ · w)

+
∫

!1

(ϒ1 − ϒ̃1) eϒ1
(
∇ · (ũ − u)

)
(∇ · w)

−
∫

!2

ν−1W (ϒ̃2,ϒ2)(eϒ̃2 − eϒ2 )∇ p̃ · ∇w

+
∫

!2

(ν−1 eϒ2 (ϒ2 − ϒ̃2)∇(p − p̃) · ∇w)

for all (w, w) ∈ W . In particular, the previous expression holds (a.e. in (0, T )) for
(w, w) ≡ (w j

u(·, t), w j
p(·, t)) where W = (w j

u(x, t), w j
p(x, t)) is the solution to the adjoint

problem (72)–(73) with

A1 ≡ 1
Nσu

γS (ru), Aj
2 ≡ 1

σp
δ(x − x j)

∫

!2

rp(ξ , t)δ(ξ − x j) dξ , (163)

for some j ∈ {1, . . . , N}. Therefore,∫ T

0
L(ϒ1, ru, w j

u) −
∫ T

0

∫

!2

brp∇ · w j
u +

∫ T

0

∫

!2

1
M

∂rp

∂t
w j

p +
∫ T

0

∫

!2

b
∂∇ · ru

∂t
w j

p

+
∫ T

0

∫

!2

ν−1 eϒ2∇rp · ∇w j
p =

∫ T

0
(Dj

1 + Dj
2) dt, (164)

where

Dj
1 ≡ −

∫

!1

(W (ϒ̃1,ϒ1)(eϒ̃1 − eϒ1 )(∇ · ũ)(∇ · w j
u)

+
∫

!1

(ϒ1 − ϒ̃1) eϒ1 (∇ · (ũ − u))(∇ · w j
u), (165)

Dj
2 ≡

∫

!2

ν−1W (ϒ̃2,ϒ2)(eϒ̃2 − eϒ2 )∇ p̃ · ∇w j
p +

∫

!2

(ν−1 eϒ2 (ϒ2 − ϒ̃2)∇(p − p̃) · ∇w j
p).

˜ (166)

On the other hand, since W = (w j
u(x, t), w j

p(x, t)) satisfies (72)–(73) a.e. in (0, T ) for all
(h1, h2) ∈ W , in particular, for h1 = ru(·, t) and h2 = rp(·, t), (72)–(73) become

L(ϒ1, ru, w j
u) −

∫

!2

b
∂w

j
p

∂t
∇ · ru = 1

Nσu

∫

S
|γS (ru)|2,

∫

!2

(
−brp∇ · w j

u − rp
1
M

∂w
j
p

∂t
− ν−1 eϒ2∇w j

p · ∇rp

)
= 1

σp

( ∫

!2

rpδ(x − x j)

)2

.

We add the resulting equations, use (46), (48), integrate in (0, T ), integrate by parts some of
the terms and use the fact that w

j
p(·, T ) = ru(·, 0) = rp(·, 0) = 0 to find

∫ T

0
L(ϒ1, ru, w j

u) +
∫

!2

b
∂∇ · ru

∂t
w j

p

+
∫ T

0

∫

!2

(
− brp∇ · w j

u + w j
p

1
M

∂rp

∂t
− ν−1 eϒ2∇w j

p · ∇rp

)

= 1
σp

∫ T

0

(
M j

p(rp)
)2 + 1

Nσu

∫ T

0
||Mu(ru)||2L2(S ).
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Combining the previous expression with (164) yields

1
σp

∫ T

0

(
M j

p(rp)
)2 + 1

Nσu

∫ T

0
||Mu(ru)||2L2(S ) =

∫ T

0

(
Dj

1 + Dj
2

)
dt. (167)

From (162) and (167), we have that

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||2O = 1
σp

∫ T

0
|Mp(rp)|2dt + 1

σu

∫ T

0

∫

S
|Mu(ru)|2

= 1
σp

N∑

j=1

∫ T

0
|Mp(rp)|2dt + 1

σu

∫ T

0

∫

S
|Mu(ru)|2

=
N∑

j=1

(∫ T

0

(
Dj

1 + Dj
2

)
dt

)
. (168)

The rest of the proof consists of using (69)–(70) to find an estimate of Dj
1 and Dj

2 (165)–(166)
in terms of the right-hand side of (71) as required.

Note from lemma 3.1 that W j = (w j
u, w

j
p) satisfies the following estimate:

max
{∣∣∣

∣∣∣
∂w

j
p

∂t

∣∣∣
∣∣∣
L2(L2(!2))

, ||w j
u||L2(H1(!1)3))

}
! C1

(
1

Nσu
||γS (ru)||L2(L2(S ))

+ 1
σp

||δ(x − x j)||L2(!2)

( ∫ T

0

( ∫

!2

rp(ξ , t)δ(ξ − x j) dξ
)

dt

)1/2)

, (169)

where C1 may depend on A. From definitions (46) and (48), the previous expression becomes

max
{∣∣∣

∣∣∣
∂w

j
p

∂t

∣∣∣
∣∣∣
L2(L2(!2))

, ||w j
u||L2(H1(!1)3))

}

! C1

(
1

Nσu
||Mu(ru)||L2(L2(S )) + 1

σp
||δ(x − x j)||L2 ||M j

p(rp)||L2(0,T )

)
. (170)

From lemma 5.4 we know the existence of ηp ∈ H2,1(!2 × (0, T )) and ηu ∈
L2(0, T ; H0(!1)) that satisfies (154)–(157) for all (vu, vp) ∈ L2(0, T ; L2(!1)) × H2,1(!2 ×
(0, T )). In particular, (vu, vp) = (∇ · w j

u, w
j
p), where (w j

u, w
j
p) is the solution to the adjoint

problem defined above. In other words,

∇ · η j
u = W (ϒ̃1,ϒ1)∇ · w j

u in !1, (171)

∇η j
p = W (ϒ̃2,ϒ2)∇w j

p in !2, (172)

a.e. in (0, T ). Lemma 5.4 also ensures that

||η j
u||L2(H1(!1 )3) ! C||ϒ̃1 − ϒ1||C||∇ · w j

u||L2(L2(!1)), (173)

∣∣∣
∣∣∣
∂η

j
p

∂t

∣∣∣
∣∣∣
L2(L2(!2))

! C||ϒ2 − ϒ̃2||C1

∣∣∣
∣∣∣
∂w

j
p

∂t

∣∣∣
∣∣∣
L2(L2(!2))

, (174)

where C > 0 depends only on A. Then, we combine (173)–(174), (169) and the embedding
(19) to find

max
{∣∣∣

∣∣∣
∂η

j
p

∂t

∣∣∣
∣∣∣
L2(L2)

, ||η j
u||L2(H1)

}
! C||ϒ̃ − ϒ||K

( 1
Nσu

||Mu(ru)||L2(L2(S ))

+ 1
σp

||δ(x − x j)||L2 ||M j
p(rp)||L2(0,T )

)
, (175)
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where C depends only on A. Note that we can use (171)–(172) to rewrite (165)–(166) as
follows:

Dj
1 ≡

∫

!

(
W (ϒ̃1,ϒ1)(eϒ̃1 − eϒ1 )(∇ · ũ)(∇ · w j

u) +
∫

!

(ϒ1 − ϒ̃1) eϒ1 (∇ · (ũ − u))(∇ · w j
u)

= −
∫

!

(
W (ϒ̃1,ϒ1) eϒ1 (∇ · (ũ − u))(∇ · w j

u)

+
∫

!

(eϒ̃1 (∇ · ũ)(∇ · η j
u) − (eϒ1 (∇ · u))(∇ · η j

u))

+
∫

!

(ϒ1 − ϒ̃1) eϒ1 (∇ · (ũ − u))(∇ · w j
u), (176)

Dj
2 ≡

∫

!2

∇ p̃ · ν−1W (ϒ̃2,ϒ2)(eϒ̃2 − eϒ2 )∇w j
p +

∫

!2

(ν−1 eϒ2 (ϒ2 − ϒ̃2)∇(p − p̃) · ∇w j
p)

= −
∫

!2

∇( p̃ − p) · ν−1W (ϒ̃2,ϒ2) eϒ2∇w j
p

+
∫

!2

∇ p̃ · ν−1 eϒ̃2∇η j
p −

∫

!2

∇p · ν−1 eϒ2∇η j
p

+
∫

!2

(ν−1 eϒ2 (ϒ2 − ϒ̃2)∇(p − p̃) · ∇w j
p). (177)

We now consider the equations satisfied by h − h̃ tested against (η
j
u, η

j
p), i.e.

∫

!2

1
M

∂( p̃ − p)

∂t
η j

p −
∫

!2

ν−1 eϒ2∇p · ∇η j
p

+
∫

!2

ν−1 eϒ̃2∇ p̃ · ∇η j
p +

∫

!2

b
∂∇ · (ũ − u)

∂t
η j

p = 0, (178)

and
∫

!

(2µε((u − ũ)) : ε(η j
u)) +

∫

!2

b( p̃ − p)∇ · η j
u

=
∫

!

(eϒ̃1 (∇ · ũ)(∇ · η j
u) − (eϒ1 (∇ · u))(∇ · η j

u)). (179)

We combine (178)–(179) with (176)–(177) to find

Dj
1 = −

∫

!

(W (ϒ̃1,ϒ1) eϒ1 (∇ · (ũ − u))(∇ · w j
u) +

∫

!

(2µε((u − ũ)) : ε(η j
u))

+
∫

!2

b( p̃ − p)∇ · η j
u +

∫

!

(ϒ1 − ϒ̃1) eϒ1 (∇ · (ũ − u))(∇ · w j
u), (180)

Dj
2 ≡

∫

!2

∇ p̃ · ν−1W (ϒ̃2,ϒ2)(eϒ̃2 − eϒ2 )∇w j
p +

∫

!2

(ν−1 eϒ2 (ϒ2 − ϒ̃2)∇(p − p̃) · ∇w j
p)

= −
∫

!2

1
M

∂( p̃ − p)

∂t
η j

p

−
∫

!2

b
∂∇ · (ũ − u)

∂t
η j

p −
∫

!2

∇( p̃ − p) · ν−1W (ϒ̃2,ϒ2) eϒ2∇w j
p

+
∫

!2

(ν−1 eϒ2 (ϒ2 − ϒ̃2)∇(p − p̃) · ∇w j
p).
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After integration by parts, the previous expression becomes

Dj
2 =

∫

!2

1
M

( p̃ − p)
∂η

j
p

∂t
+

∫

!2

b∇ · (ũ − u)
∂η

j
p

∂t
+

∫

!2

( p̃ − p)∇ · (ν−1W (ϒ̃2,ϒ2) eϒ2∇w j
p)

−
∫

!2

(p − p̃)∇ · (ν−1 eϒ2 (ϒ2 − ϒ̃2)∇w j
p).

Note that we have used the fact that ∇w
j
p ·n = 0 which follows from the variational formulation

(72)–(73). We now apply standard inequalities and use (152)–(153) to obtain

Dj
2 ! C

(
|| p̃ − p||L2

∣∣∣
∣∣∣
∂η

j
p

∂t

∣∣∣
∣∣∣
L2

+ ||ũ − u||H1

∣∣∣
∣∣∣
∂η

j
p

∂t

∣∣∣
∣∣∣
L2

+ ||ϒ2 − ϒ̃2||C1 || p̃ − p||L2 ||eϒ2 ||C1 ||w j
p||H2

)
, (181)

where C has the desired properties. From (175) it follows that
∫ T

0
Dj

2 ! C||ϒ − ϒ̃||K(|| p̃ − p||L2(L2 ) + ||ũ − u||L2(H1))

×
(

1
Nσu

||Mu(ru)||L2(L2(S )) + 1
σp

||δ(x − x j)||L2 ||M j
p(rp)||L2(0,T )

)
(182)

which from repeated applications of Cauchy inequality yields
∫ T

0
Dj

2 ! 1
2Nσu

C2||ϒ − ϒ̃||2K
(
|| p̃ − p||2L2(L2) + ||ũ − u||2L2(H1)

)
+ 1

2Nσu
||Mu(ru)||2L2(L2(S ))

+ 1
2σp

C2||ϒ − ϒ̃||2K
(
|| p̃ − p||2L2(L2) + ||ũ − u||2L2(H1)

)
||δ(x − x j)||2L2

+ 1
2σp

||M j
p(rp)||2L2(0,T ). (183)

Therefore,
N∑

j=1

∫ T

0
Dj

2 !
[

1
2σu

+ 1
2σp

N∑

j=1

||δ(x − x j)||2L2

]

×C2||ϒ − ϒ̃||2K
(
|| p̃ − p||2L2(L2) + ||ũ − u||2L2(H1)

)

+ 1
2σu

||Mu(ru)||2L2(L2(S )) + 1
2σp

||Mp(rp)||2L2(0,T ). (184)

From similar arguments, we find an analogous estimate for Dj
1 defined in (165). Therefore,

from (162) it follows that
N∑

j=1

∫ T

0
(Dj

1 + Dj
2) dt !

[
1

2σu
+ 1

2σp

N∑

j=1

||δ(x − x j)||2L2

]

×C2||ϒ − ϒ̃||2K
(
|| p̃ − p||2L2(L2) + ||ũ − u||2L2(H1)

)

+1
2
||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||2O (185)

which combined with (168) yields

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||2O ! C2||ϒ − ϒ̃||2K
(
|| p̃ − p||2L2(L2) + ||ũ − u||2L2(H1)

)
,

(186)
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where C has the desired properties. Finally, we use (69)–(70) to arrive at

||F(ϒ̃) − F(ϒ) − DF(ϒ)(ϒ̃ − ϒ)||2O

! C2||ϒ̃ − ϒ||2C1(!)

( ∫ T

0

∫

S
|Mu(ũ − u)|2 +

∫ T

0
|Mp(p − p̃)|2 dt

)

! C2||ϒ̃ − ϒ||2C1(!)
||F(ϒ̃) − F(ϒ)||2O

where C has the desired properties. "

5.5. Proof of lemma 3.1

Let ϒ̂ ∈ K and r > 0. Let (A1, A2) ∈ L2(0, T ; L2(S )) × L2(0, T ; L2(!2)) and ϒ =
(ϒ1,ϒ2) ∈ B(ϒ̂, r). Consider the following problem: for a.e. t ∈ (0, T ] find v(·, t) ∈ H0 such
that ∫

!

(
eϒ1 (∇ · h1)(∇ · v) + 2µε(h1) : ε(v)

)
=

∫

S
A1 · γS (h1), (187)

for all h1 ∈ H0. From standard elasticity theory it is possible to prove that, for almost all
t ∈ (0, T ], there exists a unique v(·, t) ∈ H0 that satisfies (187). Then, from (187) with h1 = v
and (84), it follows that

||v(·, t)||2H1(!1)3 ! C
∫

S
A1(·, t) · γS (v(·, t)), (188)

a.e. in (0, T ] where C may depend on µ and !1. From (19) we find

||v(·, t)||H1(!1)3 ! C||A1(·, t)||L2(S ), (189)

where C may depend on µ and !1. It is also possible to show that t → v(·, t) is strongly
measurable which from (189) yields v ∈ L2(0, T ; H0) with

||v||L2(0,T ;H1(!1)3) ! C||A1||L2(0,T ;L2(S )), (190)

where C may depend on µ and !1 and T . We now consider the problem. Find (z, ρ) ∈ H
such that (z(·, 0), ρ(·, 0)) = (0, 0) and the following equations are satisfied
∫

!

[eϒ1 (∇ · h1)(∇ · z) + 2µε(h1) : ε(z)] +
∫

!2

bρ∇ · h1 = 0, (191)

∫

!2

[
b∇ · ∂z

∂t
h2 + 1

M
∂ρ

∂t
h2 + ν−1 eϒ2∇ρ · ∇h2

]
=

∫

!2

(A2(·, T − t) − b∇ · v(·, T − t))h2,

(192)

a.e. in [0, T ] for all (h1, h2) ∈ W and for. Existence and uniqueness of a solution to (191)–
(192) in H is established in proposition 2.1. Moreover, from that proposition we may choose
C̃ > 0 such that

||(z, ρ)||H ! C̃||A2 − b∇ · v||L2(0,T ;L2(!2)), (193)

uniformly in B(ϒ̂, r), where C̃ is a constant that may depend on A defined in (86). Let us
define

(v(·, t), wp(·, t)) =
(

∂z
∂t

(·, T − t), ρ(·, T − t)
)

, (194)

and note that (v, wp) ∈ L2(0, T ; H0) ×
[
H2,1(!2 × [0, T ]) ∩ L∞(0, T ; H1(!2))

]
satisfies

∫

!

[eϒ1 (∇ · h1)(∇ · v) + 2µε(h1) : ε(v)] −
∫

!2

b
∂wp

∂t
∇ · h1 = 0, (195)
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∫

!2

[
b∇ · vh2 − 1

M
∂wp

∂t
h2 + ν−1 eϒ2∇wp · ∇h2

]
−

∫

!2

(A2 − b∇ · v)h2 = 0. (196)

Then,

(wu, wp) ≡ (v + v, wp) ∈ L2(0, T ; H0) × H2,1(!2 × [0, T ]) ∩ L∞(0, T ; H1(!2)) (197)

satisfies (72)–(73). From (190) and (193) it follows easily that

max{||wu||L2(0,T ;H1(!1)3 , ||w||H2,1(!2×[0,T ])} ! C(||A1||L2(L2(S )) + ||A2||L2(L2)), (198)

where the constant C may depend only on A. Uniqueness now follows from the energy
estimate (198).

5.6. Proof of proposition 3.1

Let d = (du, dp) ∈ O and ϒ ∈ K be arbitrary but fixed. Let ϒ̃ ∈ K be arbitrary. We have
from (52) and (50) that

〈d, DF(ϒ)ϒ̃〉L2(!T ) = 1
σp

∫ T

0
dT

p · Mp( p̃) dt + 1
σu

∫ T

0

∫

S
du · Mu(ũ) dσd, (199)

where h̃ = (ũ, p̃) is the solution to (53)–(54), i.e.

L(ϒ1, ũ, w) −
∫

!2

bp̃∇ · w +
∫

!1

ϒ̃1 eϒ1 (∇ · u)(∇ · w) = 0, (200)

∫

!2

1
M

∂ p̃
∂t

w +
∫

!2

ν−1 eϒ2∇ p̃ · ∇w +
∫

!2

b
∂∇ · ũ

∂t
w +

∫

!2

ν−1ϒ̃2 eϒ2∇p · ∇w = 0 (201)

for all (w, w) ∈ W . From lemma 3.1, let (wu, wp) be the solution to (72)–(73) for A1

and A2 defined in (78). Then, we integrate (in (0, T )) expressions in (200)–(201) for
(w, w) = (wu, wp) whose regularity enables us to integrate by parts. Then, we add the
resulting equation and find
∫ T

0
L(ϒ1, ũ, wu) −

∫ T

0

∫

!2

b
∂wp

∂t
∇ · ũ

+
∫ T

0

∫

!2

[
−b∇ · wu p̃ − 1

M
∂wp

∂t
p̃ + ν−1 eϒ2∇wp · ∇ p̃

]

+
∫

!2

[(
1
M

p̃ + b∇ · ũ
)

wp

]T

t=0
+

∫ T

0

∫

!2

ν−1ϒ̃2 eϒ2∇p · ∇wp

+
∫ T

0

∫

!1

ϒ̃1 eϒ1 (∇ · u)(∇ · w) = 0. (202)

On the other hand, for a.e. t ∈ [0, T ] we choose (h1, h2) = (ũ(·, t), p̃(·, t)) in (72)–(73) and
the result is substituted in (202) to find

1
σp

N∑

j=1

∫ T

0

∫

!2

d j
p(t) p̃(x, t)δ(x − x j) dx dt + 1

σu

∫ T

0

∫

S
du · γ(ũ)

= −
∫ T

0

∫

!2

ν−1ϒ̃2 e−ϒ2∇p · ∇w −
∫ T

0

∫

!1

ϒ̃1 eϒ1 (∇ · u)(∇ · w). (203)

Then, from (199) and (46)–(48)
〈
d, DF(ϒ)ϒ̃

〉
L2(!T )

= −
∫ T

0

∫

!2

ν−1ϒ̃2 e−ϒ2∇p · ∇w −
∫ T

0

∫

!1

ϒ̃1 eϒ1 (∇ · u)(∇ · w).
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From (29) and the definitions for f1 and f2 (76)–(77), the previous expression becomes
〈
d, DF(ϒ)ϒ̃

〉
L2(!T )

=
∫

!2

∫

!2

f2(x)C−1
2 (x, x′)ϒ̃2(x′) +

∫

!1

∫

!1

f1(x)C−1
1 (x, x′)ϒ̃1(x′)

= 〈((ϒ̃1, ϒ̃2), ( f1, f2)〉K.

Since d and ϒ̃ were arbitrary, expression (75) follows .
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