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SUMMARY 

The Groningen gas field is one of the largest gas fields in Europe. The continuous 

gas extraction led to an induced seismic activity in the area. In order to monitor the 

seismic activity and study the gas field many permanent and temporary seismic 

arrays were deployed. In particular, the extraction of the shear wave velocity model is 

crucial in seismic hazard assessment. Local S-wave velocity-depth profiles allow the 

estimation of a potential amplification due to soft sediments.  

Ambient seismic noise tomography is an interesting alternative to traditional 

methods that were used in modelling the S-wave velocity. The ambient noise-field 

consists mostly of surface waves, which are sensitive to the S-wave and if inverted, 

they reveal the corresponding S-wave structures.  

In this study, we present results of a depth inversion of surface waves obtained 

from cross-correlation of 1 month of ambient noise data from four flexible networks 

located in Groningen area. Each block consisted of 400 3C-stations. We compute 

group velocity maps of Rayleigh and Love waves using a straight-ray surface wave 

tomography. We also extract clear higher modes of Love and Rayleigh waves.  

The S-wave velocity model is obtained with a joint inversion of Love and Rayleigh 

waves using the Neighbourhood Algorithm. In order to improve the depth inversion, 

we use the mean phase velocity curves and the higher modes of Rayleigh and Love 

waves. Moreover, we use the depth of the base of the North Sea formation as a hard 

constraint. This information provides an additional constraint for depth inversion, 

which reduces the S-wave velocity uncertainties. 

The final S-wave velocity models reflect the geological structures up to 1 km depth 

and in perspective can be used in seismic risk modelling. 
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1 INTRODUCTION 

For many years it has been shown that seismic noise carries information about the 

medium and can be used to image the Earth’s interior. Studying seismic noise 

emerged with pioneering work of Aki (1967).  

Ambient seismic noise consists of continuous vibrations in the Earth at different 

frequencies in response to natural processes such as ocean waves and 

anthropogenic activities such as road traffic. Ambient noise is not flat in the frequency 

domain, but it peaks near the primary (around 15 s period) and secondary (around 

7.5 s period) microseisms and rises at very long periods above 50 s to form a signal 

now referred to as Earth ‘hum’ (Ekström, 2001, Rhie & Romanowicz 2004). 

At microseismic periods (5-20) s seismic noise is mostly generated by ocean 

waves and dominated by fundamental-mode Rayleigh and Love waves (Webb, 

1998). However, at shorter periods the noise wavefield becomes more complex, with 

higher modes of surface waves and body waves mixing with fundamental modes 

(Bonnefoy-Claudet et al., 2006)  

Numerous theoretical studies have proved that the cross-correlation of diffuse 

wavefields (e.g. ambient noise, scattered coda waves) converges towards an 

estimate of the Green function between the stations (e.g. Weaver & Lobkis 2001, 

2004; Derode et al. 2003; Snieder 2004; Wapenaar 2004). In 2004, Campillo and 

Shapiro demonstrated a practical study showing the possibility of correlating 

continuous noise recordings to image the Earth’s interior.  

Noise cross-correlation method has proved useful in imaging the subsurface at 

local (e.g., Lin et al., 2013, Nakata et al., 2015) and crustal scales (Shapiro et al., 

2005, Yang et al., 2007, Lin et al., 2008). Moreover, this method finds applications 

also in monitoring volcanoes (Sens-Schönfelder and Wegler, 2006; Duputel et al., 
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2009; Brenguier et al., 2011), landslides (Mainsant et al., 2013), underground mines 

(Olivier et al., 2015), geothermal reservoirs (Obermann et al., 2015), and 

hydrocarbon reservoirs (Mordret et al., 2013, Chmiel et al., 2016). 

Surface waves are strongly present in the ambient noise recorded at the surface. 

Dispersion of Rayleigh and Love waves can be used to obtain a S-wave velocity 

model, which is essential for different near-surface applications, such as calculating 

the statics for seismic reflection processing (Mari, 1984), or creating filters to remove 

ground roll from seismic reflection trace (Halliday et al., 2010). Moreover, the S-wave 

velocity model plays an important role in estimating seismic risk and site effects 

related to the amplification of the S-waves (Boué et al., 2016).  

In particular, the soft soil responds nonlinearly to the S-wave excitation and 

develops an amplification of the S-wave (Singh et al., 1988, Beresnev et al., 1995). 

The shallow sediments or soils can cause amplification and resonances when 

seismic waves propagate near vertically up to the surface (e.g., Borcherdt and Gibbs, 

1976). The S-wave velocity models are commonly used in site characterization for 

earthquake engineering purposes, for example in the Groningen area (Bommer et al., 

2017; Rodriguez-Marek et al., 2017).  

The Groningen gas field is one of the largest gas fields in Europe. The long-term 

gas extraction resulted in a reservoir compaction at depth, and the consequent 

subsidence results in induced seismic activity (van Thienen-Visser and Breunese, 

2015). Even though the magnitude of the earthquakes is quite modest (local 

magnitudes reported up to ML = 3.6), some of them have strong influence on the 

surface. It might be related to the complex geological structured of the Groningen 

field, including the presence of shallow sediment that might amplify the wave motion 

(Paap et al., 2018).  
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Recent studies focused on the wave propagation at the Groningen production site 

in order to assess a potential increase in peak ground acceleration (e.g., Kruiver et 

al., 2017, Spica et al., 2017, Spica et al., 2018, Paap et al., 2018).  

In order to quantify the seismic hazard in the Groningen field, a continuous and 

temporary data acquisition is performed in the area. In particular, a set of temporary 

nodal seismic arrays were deployed in the area by the Nederlandse Aardolie 

Maatschappij (NAM). In this study, we present the results of surface wave inversion 

to obtain a local S-wave velocity model up to 1000 m depth. We analyse four blocks 

of around 400 3-components stations, which recorded continuously for one month 

each. Each block is processed separately, using the same scheme: we first analyse 

the quality of the recorded data and perform a beamforming analysis. Then, the 

cross-correlation functions between all stations using all three components are 

determined to produce nine correlation tensors (ZZ, ZR, ZT, RZ, RR, RT, TZ, TR, 

and TT). Next, we perform both Love wave and Rayleigh wave tomography. 

Furthermore, we extract mean phase dispersion curves of the fundamental modes 

and higher modes of surface waves. Finally, we perform a joint depth inversion of 

Rayleigh and Love waves with a geological constrain of the inversion (the base of the 

North Sea formation). The S-wave velocity models in the area of Loppersum, 

Borgsweer, Scheemda and Nieuw-Scheemda are presented, and finally compared to 

existing S-wave velocity models of the Groningen field.  

 

2 AMBIENT NOISE RECORD QUALITY 

Four flexible VS800 (aiming at obtaining the S-wave velocity model for the first 800 

m depth) networks were deployed in the Groningen field, in the northern part of the 

Netherlands (Figure 1): Loppersum (presented in purple), Borgsweer (presented in 
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blue), Nieuw-Scheemda (presented in pink) and Scheemda (presented in green). 

Each data-block consists of around 400 3-C stations with 5 Hz geophones recording 

ambient seismic noise for one month in 2016 (October-November, Loppersum), and 

2017 (December 2016/January 2017, Borgsweer; April, Scheemda; November, 

Nieuw-Scheemda). The nominal distance between the sensors is ~350m. The inset 

of Figure 1 shows the geographical position of the Groningen field. In the following, 

we present the processing workflow using the data from the Nieuw-Scheemda block. 

The three remaining blocks were processed in the same way.  

We first perform the quality check of the data and the analysis of the level of the 

recorded seismic noise. The level of recorded ambient seismic noise is quite high 

(Figure 2), similarly to other three blocks.  

Figure 2 shows hourly maps (between 16:00h-17:00h, local time) of median noise 

amplitude calculated over the time period 2017-04-01-2017-05-01 for low 

frequencies: (1-10) s (a) and high-frequencies: (3-20) Hz (b). Stations 16.014 and 

19.026 are indicated with red arrows. Stations located in the proximity of the roads 

show higher noise levels (e.g., station 19.026). The high-frequency maps show bright 

spots of high amplitude which aligned with the road position in the area. The low-

frequency maps show smaller variations in noise amplitude than the high-frequency 

maps.  

Spectrograms of Z component show the observed vertical seismic noise on raw 

records throughout the seismic frequency band, and they are presented on Figure 2. 

Both stations show high level of noise, with the values similar to the high-noise 

models of Peterson, 1993, although station, 16.014 (Figure 2c) shows lower level of 

noise and station 19.026 shows higher level of noise (Figure 2d) due to their 

geographic location. Figure S1, in supplementary material, shows the probabilistic 
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power spectral density for the station 16.014 (Figure S1a) and the station 19.026 

(Figure S1b). It is interesting to notice that after the removal of the instrumental 

response, we manage to retrieve the signal down to 7 s period, even for the data 

recorded with 5 Hz nodes. 

 

2.1 Ambient noise beamforming MBIENT NOISE BEAMFORMING 

Next, we calculate a daily beamforming analysis by using the Z component of the 

recorded noise wavefield to reveal the distribution and the dominant direction of the 

noise source. The frequency-wave number analysis (FK analysis, Rost et al., 2002) 

allows calculation of the power of the wavefield distributed among different apparent 

slownesses and back azimuths.  

The beamforming analysis computed on the vertical component (Figure 3) of the 

Nieuw-Scheemda dataset shows a very powerful source of noise coming from the 

North and the North-West with waves travelling with phase velocities from 500 m/s to 

1 km/s or even higher at all frequency bands. Figure 3 also demonstrates the 

complexity of the Rayleigh waves in the area. The fundamental model of Rayleigh 

waves is visible at long periods (3-6) s, although as the periods decrease higher 

modes of Rayleigh waves start to appear (2-4) s and their energy dominate the 

fundamental mode (0.75-3) s. 

The Groningen field lies in the Southern Permian Basin (Whaley, 2009, de Jager 

and Visser, 2017). The presence of higher-order modes is common in basins (e.g., 

Boué et al, 2016), and the higher modes are generated in the presence of a velocity 

inversion in the vertically stratified media, e.g., the upper layer is low enough to 

cause a complete reflection of both the P-waves and the SV-waves (Heaton 2005). If 

properly identified, these overtones provide important information on shallow 
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structures and on the uniqueness of the inverted models (van Heijst and Woodhouse 

1997, Chmiel et al., 2018, Spica et al., 2018, Tomar et al., 2018). However, it might 

be difficult to extract the higher modes of surface waves, due to their interference, 

simultaneous arrivals, and overlap in the frequency domain. During our analysis of 

the four data-blocks we observed higher modes of Rayleigh and Love waves at each 

block, as did Spica et al., 2018 in the Loppersum area. We discuss the overtones 

extraction in the following sections.  

 

3 NOISE CROSS-CORRELATIONS 

The pre-processing steps of obtaining noise-correlation functions and to retrieve 

the Green’s function have become a common procedure in the recent year (e.g., 

Bensen et al., 2007, Lecocq et al., 2014). Continuous data are first downsampled to 

25Hz and then split in to 15 minute segments. Each segment is then spectrally 

whitened to balance the contributions of all the different sources and to reduce the 

influence of monochromatic sources. Moreover, each segment with strong energetic 

patterns (i.e. standard deviation higher than 5 times the standard deviation of the 

daily trace) is discarded. 

The data sections are then cross-correlated with for all the stations pairs. For 403 

stations, there are 81003 station pairs. Finally, for each station pair all the 15 minutes 

cross-correlation are stacked to produce an estimate of the seismic the noise 

correlation functions (turning all sensor into a virtual source).  

The cross-correlation functions contain information at positive and negative lag-

times. If the conditions of the noise wavefield are ideal, these signals will be identical 

due to reciprocity. In the following, we work with the symmetrized noise correlation 

functions, the mean of the negative and positive lag-times.  
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 9 

 

4 AVERAGE PHASE VELOCITY DISPERSION CURVES 

Figure 4 presents stacked sections of noise cross-correlations filtered in the 

frequency band (0.5-5) Hz for ZZ (a), RR (b) and TT(c) components. These average 

seismic sections are constructed by binning the correlations in fixed distance 

intervals (every 50 m). This procedure is commonly used in order to reconstruct and 

enhance body waves from correlations (Boué et al., 2013, Nakata et al., 2015). 

However, this allows us to also explore the multi-modal nature of the surface waves 

in the Groningen area and to have a better understanding of the general surface 

wave propagation in the basin. Doing so, we assume that the underlying velocity 

model is mostly 1D. By stacking the large amount of data in each distance bin, the 

signal-to-noise ratio (SNR) is highly increased, which permits the extraction of the 

fundamental mode average propagation characteristics as well as several overtones 

(when present).  

The clear Love wave travels on average with a very slow group velocity of about 

300 m/s (Figure 4c). The Rayleigh (Figure 4a and 4b) wave propagation is more 

complex and shows a high-frequency branch travelling at about 600 m/s and a lower 

frequency branch travelling on average at 350 m/s.  

Next, we perform a frequency-wavenumber (FK) analysis of the stacked sections, 

to accurately pick phase velocity dispersion curves for the different modes and the 

different components (Figure 5c). In order to clean up the FK plot and to enhance the 

maximum of the FK plot, we use multiscale vessel enhancement filtering (Frangi et 

al., 1998). The dispersion curves are pointed semi-automatically by specifying the 

control points.  
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These 1D-averaged phase velocity dispersion curves are presented on 5d 

(Rayleigh and Love waves). Note that this approach allows a simultaneous 

measurement of the mean dispersion curves for the fundamental and the 1st higher 

mode for the Rayleigh waves. The mean group velocity dispersion curves can be 

calculated as a derivate of the mean phase velocity dispersion curves. We verified 

that the mean group velocity dispersion curves of calculated from FK plots are 

coherent with the mean group velocity dispersion curves from frequency time 

analysis (FTAN) picking. The FTAN measurements of the group velocity are 

described in the following section. 

 

5 RAYLEIGH AND LOVE GROUP VELOCITY DISPERSION CURVE PICKING 

AND QUALITY CONTROL 

We pick the group velocity dispersion curves for the Love and Rayleigh waves 

automatically by using the FTAN (Dziewonski et al., 1969) algorithm.  

The Love wave group velocity dispersion curves for the 81 003 possible TT 

correlations have been automatically picked using the FTAN algorithm. We then 

rejected all the dispersion curves for station pairs separated by less than 1 km to 

avoid larger uncertainty measurements due to near source effects. Finally, after 

computing the statistics of all remaining dispersion curves we rejected only the 

individual points of the dispersion curves larger (or smaller) than the most probable 

velocity value (called mode) ± 50 m/s. In Figure 5a, the mode value is shown by the 

blue curve and the 50 m/s limits by the dashed white curves. The background of the 

figure shows the probability density function of the Love wave group velocity 

dispersion curves, after the quality control. The extraction was done automatically 

between 0.5 s and 4.5 s period.  
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An adequate approach has been applied to ZZ correlations to measure the 

fundamental mode group velocity dispersion curves. The extraction was done 

automatically between 1.1 s and 2.9 s of period and 0.2 to 0.5 km/s group velocity. 

We then rejected all the dispersion curves for station pairs separated by less than 2 

km to avoid larger uncertainty measurements due to near source effects and mixing 

of different modes. In Figure 5a, the mode value is shown by the blue curve and the 

50 m/s limits by the dashed white curves. Similarly, to the Love waves, the 

background of the figure shows the probability density function of the Rayleigh wave 

fundamental mode group velocity dispersion curves and after the quality control. 

We verified the number of dispersion curves left at each period which is used for 

the surface wave tomography. It goes from 60 000 dispersion curves between at 3.5 

s period to about 1000 measurements at 4 s and 30 000 measurements at 0.5 s for 

Love waves. For Rayleigh waves, the number of dispersion curves left at each period 

and used for the tomography goes up to measured 3000 dispersion curves for the 

periods < 3 s. The number of pairs is limited due to the complicated multi-modal 

nature of Rayleigh waves in the area and complicated shape of the dispersion 

relation. 

The azimuthal distribution of the paths at each inverted period mostly shows the 

azimuths around North-West are dominating (similarly to the results from the 

beamforming analysis), but there are still quite a large number of paths in the East-

West direction preventing smearing of the seismic anomalies in the tomography. This 

trend is related to both the noise directivity and the geometry of the array. 

 

6 SURFACE WAVE TOMOGRAPHY 
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For each period (0.5 to 4.4 s with 0.1 s steps for Love waves, and 1.1 to 2.9 s with 

0.1 s step for Rayleigh waves), the dispersion curves are inverted and regionalized 

into a regular grid of 0.005° by 0.0025° rectangular cells (in longitude and latitude 

directions) using Mordret et al. (2013) approach. Figure 6 shows the results the 

Rayleigh wave group velocity maps; the velocities are in km/s. Figure 7 shows the 

results for the Love wave group velocities.  

The density of rays in each cell of the model at each period is of more than 800 

rays per cell for Love waves, which permits to achieve a nominal lateral resolution of 

about 1000 m for all periods for Love waves. The density of rays for Rayleigh waves 

tomography is lower (200 rays per cell). However, this is still sufficient to ensure an 

average lateral resolution of about 1000 m for most of the area with a minimum 

resolution of about 1500 m in the South-West part of the Nieuw-Scheemda area. 

Moreover, maps for Love and Rayleigh wave show a similar structure at depth. In 

particular, the maps for Love waves at 2.1 s and Rayleigh waves at 2.5 s show a 

clear structure from the South to the North, which possibly corresponds to a 

paleochannel.  

 

7 DEPTH INVERSION AND ESTIMATION OF THE MODEL ROBUSTNESS  

 The full set of group velocity maps describes local dispersion curves at each 

single cell of the map. These local dispersion curves can be inverted at depth to 

obtain local 1D Vs profiles. The ensemble of every best local 1D model will constitute 

of the final 3D Vs model. We jointly inverted both Love and Rayleigh dispersion 

curves for robustness. Moreover, we used the mean dispersion curves to complete 

and improve the inversion at depth. In total, we invert 5 dispersion curves for each 

single cell. These curves are defined in the Table 1: 
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Wave type Velocity Mode 
Periods 

(s) 
Measurement 

Love Phase Fundamental 0.8-3.5 FK 

Love Group Fundamental 0.6-4.2 FTAN 

Rayleigh Phase Fundamental 0.8-2.9 FK 

Rayleigh Phase 1st Higher 0.7-2.9 FK 

Rayleigh Group Fundamental 
1.1-2.9 

0.8-1.0 

FTAN 

FK 

 

Table 1: Dispersion curves used in depth inversion for each point of the grid. 

 

The use of phase velocities for both Love and Rayleigh waves and the 1st higher 

mode of Rayleigh waves in the inversion improves the resolution at depth and lower 

the uncertainties. Figure S2, in supplementary material, shows sensitivity kernels for 

group velocities of fundamental mode of Rayleigh and Love waves, Figure S3 shows 

sensitivity kernels of phase velocities of fundamental mode of Rayleigh and Love 

waves together with the 1st higher mode for Rayleigh waves. One can see that 

Rayleigh waves provide the information about the deeper parts of the model, in 

particular the velocity anomaly at ~ 500 m. Moreover the 1st higher mode of Rayleigh 

waves adds additional constraint for shallow layers of the model.   

For each dispersion curve presented in Table 1, we also define error bars. The 

error bars of the mean dispersion curves calculated with FK analysis are twice as 

high as the error bars calculated with FTAN analysis (FK: +/- 100 m/s and FTAN: +/- 

50 m/s). This equalizes the contribution of the mean dispersion curves in the 

inversion.  
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The depth inversion of surface waves constrains sufficiently the velocity 

anomalies, although the depth and the topography of different horizons are less well 

constrained, due to an assumption of the 1D velocity model in the surface wave 

tomography. This might cause an issue in geologically complex areas, such as the 

Groningen field, where the structure at depth can be inclined. 

In order to constrain better the depth inversion of the surface waves, NAM 

provided us with a reference of the rock horizon: base of the North Sea (NSB) or Top 

Chalk formation, which adds an additional constrain to our depth inversion workflow. 

The NSB horizon was imaged with an active reflection seismic study that was 

performed in the area Groningen area (e.g., Kuriver, 2017). 

First, we extracted the depth of the NSB for the analysed areas. Next, the depth of 

the NSB was interpolated onto the grid used in depth inversion. The topography of 

the depth of the NSB is quite flat for the Loppersum and the Nieuw-Scheemda area, 

although in the Borgsweer area the NSB has a strong topography, showing depth 

variations between 550-850 m, and in the Scheemda area NSB also varies very 

strongly, between 400 m and 850 m.  

This kind of strong topography occurring at large depths, is hard to resolve with 

the surface wave inversion, without using any a priori information. We also performed 

the depth inversion without adding the NSB constrain, and the resulting models 

shown flat structures at depth, which can be expected with the surface wave 

inversion, due to the 1D assumption that is used in the group velocity tomography. 

We used a Monte-Carlo approach to invert the dispersion curves at depth because 

of the strong non-linearity of the problem and the absence of accurate a priori starting 

velocity model. This Monte-Carlo approach is based on a Neighbourhood Algorithm 

and is described in detail by Mordret et al. (2014). The depth inversion looks for the 
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optimum parameters at each point of the geographical grid that minimizes the 

difference between the synthetic dispersion curves and the observed ones. The 1D 

model is discretized with 32 homogeneous layers with constant thicknesses. During 

the inversion, the P-wave velocity is scaled to Vs using the empirical relationships of 

Kruiver et al. (2017) and the density is scaled to Vp using the empirical relationship of 

Brocher (2005).  

The general 1D velocity profile is parameterized by a power-law profile backbone 

modified by a linear combination of 6 cubic splines for the North Sea. The base of the 

North Sea formation has a varying depth of +/- 5 m from the provided NSB depth, 

and has a variable velocity. The top of the Cretaceous has a varying depth and 

velocity and the velocity profile within the top Cretaceous follows a varying gradient. 

In total, we invert for 11 parameters: the 6 cubic splines amplitudes and the five 

previously described parameters. The fifth spline is allowed to have larger amplitude 

to potentially take into account the presence of the Brussel sands layer (a layer of 

faster S-wave velocity, e.g., Kuriver et al., 2017). All four data blocks are 

parametrized in a uniform way. 

We sampled a total of 5201 models at each geographical point of our grid. The 

final model is the average of the 300 best models (with the lowest misfits). This 

Monte-Carlo technique also allows us to estimate uncertainties for our model as the 

standard deviation of the distribution of the 300 best velocity models at each depth.  

Even if the regionalization phase of the tomography (the group velocity maps 

computation) involves some lateral smoothing and imposes a minimum correlation 

length in the maps, the shear-wave versus depth inversion is performed at each pixel 

independently. Therefore, by using our Monte-Carlo approach for the inversion, we 

lose the correlation information between neighbouring cells. To overcome this, we 
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post-process the velocity model by smoothing each layer by a Gaussian kernel the 

same size as the one used during the group velocity maps computation. This 

operation induces a damping of the velocity anomaly amplitudes. To correct for that, 

we measured the standard deviation of the velocity anomalies before and after 

smoothing and we scale the smooth velocities so that their new standard deviation 

equates the one of the non-smoothed velocities. The following sections show the 

final scaled model. 

Figure 8a shows the resulting S-wave velocity map for the Nieuw-Scheemda data 

block (horizontal slice taken at 60 m depth). Figure 8 b-g shows the results of the 

inversion at depth for one point of the grid (white star on Figure 8a). For each plot, 

300 best velocity models are represented in the shade of gray, the best model is 

represented in color. In Figure 8b-f the error bars are presented for the dispersion 

curves and in Figure 8g – the final S-wave velocity model is presented in red. We 

observe that our model achieves a good fit for the five dispersion curves.  

The misfit between the measured dispersion curve and the theoretical one is the 

area of the theoretical dispersion curve outside the area defined by the measured 

dispersion curve and its uncertainties, normalized by the area of the measured 

dispersion curve. The details can be found in Mordret et al., 2014.  

Figure 9 presents vertical profiles through the 3D S-wave model in the Nieuw-

Scheemda area. The location of the profiles is shown in Figure 8a (the black lines). 

The S-wave velocity model shows an increase of velocity with the depth down to 400 

m depth. Below 400 m, the inversion exhibits a high velocity anomaly between 500 

and 700 m followed by a low velocity anomaly below 700 m. This anomaly can be 

identified as, previously mentioned, high velocity layer of Brussel sands. Moreover, 
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we observe a strong velocity contrast at around 800 m depth related to the presence 

of the bedrock.  

The a priori information about NSB helps to constrain better the depth inversion. 

The use of NSB depth in inversion strongly improves the resolution and lower the 

uncertainties of the final model. The velocity uncertainties (calculated as the standard 

deviation of the best 300 models) of the final model are on the order of 20 m/s above 

the Brussel sands layer, increasing from surface to depth. The uncertainty is slightly 

higher in the layer related to the fast velocity layer of the Brussel Sands (Figure S5).  

 

8 DISCUSSION AND COMPARISION WITH EXISITNG MODELS 

We now compare our results with an integrated shear-wave velocity model for the 

Groningen gas field from Kruiver et al. (2017), referred in the following as “Deltares-

NAM”. Their Vs model was obtained by integrating high-resolution geological model 

(first 50 m), field measurements from seismic reflection study and Modal Elastic 

Inversion (from 50 m to 120 m) and sonic logging (the deepest parts).  

Figure 10 shows the comparison between depth slices through the Vs models 

from Kruiver et al. (2017) with positioned depth slices (at a depth of 65 m) of 

Loppersum, Borgsweer, Scheemda and Nieuw-Scheemda. Both models are 

represented in the same colorscale, but slightly different colormaps (see presented 

colorbars on Figure 10).  The models show similar patterns of low and high Vs 

values, that reveals geological structures (such as paleochannel).  

One can see that ambient-noise imaging completes the Vs map from Kuriver et al. 

(2017) in the areas of Borgsweer and Scheemda, where the active-seismic survey 

was not available or the Modal Elastic Inversion did not perform well due to the high 

ambient noise levels. Contrary to this active seismic survey, by using the ANSWT we 
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are not limited by the source frequency range and we are able to retrieve deeper 

layers of the area with surface waves propagating at frequencies lower than 1 Hz. 

Moreover, the dense acquisition allows us to use high-frequency surface wave 

propagation and in consequence to obtain the shallow layers of the Vs model.  

However, we also observe some discrepancies between the two models. In 

particular, in the eastern corner of the Scheemda data-block, where the topography 

of NSB becomes strong, we observe an artefact in the S-wave model (Figure S4). 

This might be related also to a smaller number of dispersion measurements at the 

edge of the Scheemda data block. 

We now compare the 1D average velocity models from all the studied blocks, the 

“Deltares-Nam” average Vs model (from Kruiver et al., 2017), and the sonic log Vs 

model provided by NAM for Loppersum and Borgsweer area. It is fair to make this 

comparison because on the first order, the velocity structures are mainly horizontal 

with small lateral variations (Figure 11 and Figure 12). Figure 11 shows the 

comparison between the 1D average velocity models from the depth inversion in all 

four blocks. Figure 12 shows the comparison between our 1D average velocity 

models and the “Delaters-Nam” average model for the Loppersum (Figure 12a), 

Borgsweer (Fibure 12b), Scheemda (Fibure 12c) and (Figure 12d) Nieuw-Scheemda 

arrays. Our model is presented in colour together with its uncertainty (in grey), Nam-

Deltares model is presented in black, and the sonic-log models are presented in red. 

The near surface between 50 and 200 m depth is similar for Loppersum, 

Borgsweer and Nieuw-Scheemda models, and slightly faster (up to 50 m/s) than in 

Scheemda. Deeper, between 400 m and 700 m depth, all the areas exhibit high 

velocities due to the Brussel sands. However, the models from Scheemda, 

Borgsweern Nieuw-Scheemda show higher velocities than the model from 
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Loppersum (up to 60 m/s). All the models show the strong velocity contrast between 

700 m and 800 m depth. For the deep layers, Borgsweer model shows significantly 

higher velocities, although note that this part of the model has higher uncertainties.  

These four models are rather consistent with the 1D Vs models from Deltares-

NAM and from the sonic log provided by NAM. The 1D Vs model from the sonic log 

shows stronger velocity variation (in particular the layer of Brussel sands is shallower 

and has higher velocities than our 1D models). However, the sonic log is a local 

measurement, our 1D Vs models are averaged over the whole area.  

The discrepancy between the Deltares-NAM models and our models can be 

spotted for the shallow subsurface.  

Deltares-NAM model reveals a low S-wave velocity (Holocene) layer, while our 

models show higher velocities in the near-surface. It might be related to the limited 

dispersion measurements in the frequency domain, the parametrization of our depth 

inversion, and the geometry of the acquisition which limits the measurements of short 

wavelengths. Also, the discrepancy between the two models grows stronger with 

depth, which might be related to a lower sensitivity of surface waves to the deeper 

structures. Moreover, our model consequently shows lower depths of the Brussel 

sand layer, although the velocities of the Brussel sand layer are in agreement for 

both models. Finally, the difference between the Deltares model and our 1D average 

model is within our model’s uncertainty range (in grey). Both models show the same 

depth of the North Sea base at depth 700-800 m, due to the use of a hard constraint 

in our depth inversion. Finally, the Deltares-NAM model and our VS model show 

fairly similar crucial features of the model.  

 Other works also focused on the use of the ambient noise in the Groningen 

field area. In particular, Spica et al. (2018) used a joint inversion surface waves and 
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H/V spectral ratio using the Loppersum passive seismic data. Our model shows 

similar characteristics to Spica’s et al. (2018) average 1D velocity model, especially 

in the first ∼500 m. However, their results did not retrieve the Brussel’s sands layer 

due to the weak sensitivity of surface waves at these depths. In this study, we 

managed to overcome this limitation due to an accurate depth inversion 

parametrization.  

 

9 CONCLUSIONS 

We presented results of a depth inversion of surface waves obtained from cross-

correlation of 1 month of ambient noise data from four flexible networks located in 

Groningen area. Using ANSWT and a joint inversion of Love and Rayleigh waves, we 

computed high-resolution S-wave velocity models for Loppersumm, Borgsweer, 

Nieuw-Scheemda and Scheemda area in the Groningen gas field province. Our 

results prove that with an appropriate processing and parameterization, the surface 

waves depth inversion can provide detailed S-wave models up to 1 km depth.  

The use of phase velocities for both Love and Rayleigh waves, and the 1st higher 

mode of Rayleigh waves in the inversion lowers the degree of nonuniqueness of 

depth inversion. Moreover, we were able to image the layer of Brussel sand due to 

an appropriate parameterization of the depth inversion. The use of NSB as a hard 

constraint strongly improves the resolution at depth and lowers the uncertainties of 

the final S-wave model. These improvements allow us to obtain the S-wave velocity 

models that reflect local geological structures. Final results of the passive survey in 

the Groningen field area are consistent and complementary with the existing S-wave 

models. 
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Our models reveal low and high Vs patterns up to a depth of 1 km and they could 

be used to model seismic ground motion in order to mitigate seismic risks on the 

Groningen local population. ANSWT is an interesting alternative to existing methods 

that are used in modelling shear-wave velocity.  
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FIGURES 

 

 

 

 

Figure 1: Location of four flexible VS800 networks in the Groningen field, in the 

northern part of the Netherlands. Four VS800 networks are used in this study: 

Loppersum (presented in purple), Borgsweer (presented in blue), Nieuw-Scheemda 

(presented in pink) and Scheemda (presented in green). Each data-block consists of 

around 400 3-C stations recording ambient seismic noise for a month, and the 

nominal distance between the sensors is ~350m. The inset shows the geographical 

position of the Groningen field. In the following, we present the processing workflow 

using the data from the Nieuw-Scheemda block.  
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Figure 2: Spectrograms of Z component raw records for stations 16.014 (c) and 

19.026 (d), and hourly maps (between 16:00h-17:00h, local time) of median noise 

amplitude calculated over the time period 2017-04-01-2017-05-01 for low frequencies 

(a) and high-frequencies (b). Stations 16.014 and 19.026 are pointed with red arrows. 

Stations located in the proximity of the roads show higher noise levels (e.g., station 

19.026). The high-frequency maps show bright spots of high amplitude which aligned 

with the road position in the area. The low-frequency maps show smaller variations in 

noise amplitude than the high-frequency maps.  
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Figure 3: Beamforming results averaged over the monthly acquisition period. 

Similarly, to the results from other datasets, all frequency bands show a very 

powerful source of noise coming from the North and the North-West with waves 

travelling with phase velocities from 500 m/s to 1 km/s or even higher. The 

fundamental model of Rayleigh waves is visible at long periods (3-6) s in (a), 

although as the periods decrease higher modes of Rayleigh waves start to appear (2-

4) s in (b), and their energy dominate over the fundamental mode (0.75-3) s, in (c) 

and (d).  
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Figure 4: Stacked sections of noise cross-correlations filtered in the frequency 

band (0.5-5) Hz for ZZ (a), RR (b) and TT(c) components. The fundamental modes 

and overtones are clearly visible. We build an average seismic section by binning the 

correlations in fixed distance intervals (every 50 m). By doing so, we assume that the 

underlying velocity model is mostly 1D. By stacking the large amount of data in each 

distance bin, the signal-to-noise ratio (SNR) is highly increased, which permits the 

extraction of the average fundamental mode propagation characteristics as well as 

several overtones (when present).  A frequency-wavenumber (FK) analysis of the 

stack section allows us to accurately pick phase velocity dispersion curves for the 

different modes and the different components.  
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Figure 5: Group velocity and phase velocity dispersion measurements. Probability 

density distribution of all Rayleigh (a) and Love wave group velocity dispersion 

curves (b). The red, black and blue curves show the mean, median and most 

probable dispersion curve, respectively. The dashed white curves are the limits used 

to reject outlier dispersion curves. (c) FK plot calculated on the stacked sections of 

noise cross-correlations for TT components. The picked phase dispersion relation of 

the fundamental mode of the Love waves is presented with orange dots. (d)Mean 

dispersion curves calculated from F-K plots of Rayleigh waves (fundamental mode in 

yellow and the 1st higher mode in red), and Love waves (fundamental mode in blue).  
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Figure 6: Rayleigh wave group velocities at (a) 1.1 s, (b) 1.6 s, (c) 2.1 s, (d) 2.6 s. 

For each period (from 1.1 to 2.9 s with 0.1 s step), the dispersion curves are inverted 

and regionalized into a regular grid of grid 500 m by 250 m rectangular cells (in 

longitude and latitude directions) using Mordret et al. (2013) approach. The density of 

ray for Rayleigh waves is of 200 rays per cell. This density is sufficient to ensure an 

average lateral resolution of about 1000 m for most of the area with a minimum 

resolution of about 1500 m in the South-West part of the Nieuw-Scheemda block. 
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Figure 7: Love wave group velocities at (a) 0.5 s, (b) 1.5 s, (c) 2.5 s, (d) 3.5 s. The 

dispersion curves were inverted for each period from 0.5 s to 4.4 s with 0.1 s step. 

The high density of rays of more than 800 rays per cell for Love waves permits to 

achieve a nominal lateral resolution of about 500 m for all periods for Love waves.  
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Figure 8: Depth inversion. (a) S-wave velocity map at 60 m with point 930 marked 

with a white star. Local inversion result. For each plot, 1000 best models are 

presented in the shade of gray (the scale corresponds to the common logarithm of 

misfit values), the best model is represented in color. The error bars (dispersion 

measurements) are presented in the same color. Our model achieves a good fit for 

the five dispersion curves. The large error bars (100 m/s) are for the average 

dispersion curves, the small error bars (50 m/s for TT and for ZZ) are for the local 

dispersion curves. (b-f) Inverted dispersion curves with error bars (all five dispersion 

curves specified in Table 1 are presented). (g) S-wave velocity model: result of joint 

inversion of Love and Rayleigh waves. The final VS model is presented in red.  
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Figure 9: (a-d) Vertical profiles through the 3D model Nieuw-Scheemda. The 

location of the profiles is shown in Figure 8a. 
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Figure 10: (a) Shear-wave velocity model for the Groningen gas field from Kruiver 

et al. (2017) with the contours of the four analysed blogs marked in black.  (b) 

Comparison between depth slices through the Vs models from all the data-blocks at 

a depth of 65 m with the Vs model from Kruiver et al. (2017). The same color scale 

was used for our results and Kruiver et al. (2017) results. Both maps are presented 

used the same colorscale, but slightly different colormaps (see presented colorbars).   
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Figure 11: Comparison between the 1D average velocity model from the 

Loppersum Borgsweer, Scheemda and Nieuw-Scheemda arrays.  
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Figure 12: Comparison between the 1D average velocity models from the depth 

inversion and Deltares-Nam average model for the Loppersum (a), Borgsweer (b), 

Scheemda (c) and Nieuw-Scheemda arrays (d). For the Loppersum and Borgsweer 

data-block local sonic-log models are also presented.  
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SUPPLEMENTARY MATERIAL 

 

 

 

Figure S1: Probabilistic Power Spectral Density (High Noise Model and Low Noise 

Model are represented in grey lines) for the station 16.014 (a), and the station 19.026 

(b).  The level of the recorded ambient seismic noise is quite high, and after the 

removal of the instrumental response, we manage to retrieve the signal down to 7 s 

period. 
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Figure S2: (a) Depth sensitivity kernels for Love wave group velocities, fundamental 

mode, as a function of depth and period. The black line shows the S-wave velocity 

model used for the computation and is the sonic log S-wave velocity profile from 

Loppersum. (b) Depth sensitivity kernels for Rayleigh wave group velocities, 

fundamental mode, as a function of depth and period. 
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Figure S3: (a) Depth sensitivity kernels for Love wave phase velocities, fundamental 

mode, as a function of depth and period. The black line shows the S-wave velocity 

model used for the computation and is the sonic log S-wave velocity profile from 

Loppersum. (b) Depth sensitivity kernels for Rayleigh wave phase velocities, 

fundamental mode, as a function of depth and period. (c) Depth sensitivity kernels for 

Rayleigh wave phase velocities, 1st higher mode, as a function of depth and period. 

 

Page 44 of 47Geophysical Journal International

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 45 

 

 

Figure S4: 3D Vs uncertainty model. The locations of the profiles are shown in 

Figure 8. 
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Figure S5: Depth inversion in Scheemda block: (a) the map of the common 

logarithm of the best misfit. Most of the area exhibits reasonably low misfit 

(log10(misfit)<0), indicating that the chosen parametrization gives results that fit well 

the data. However, in the eastern corner of the field, the misfits are anomalously 

high, demonstrating that the dispersion curves from this area are less well inverted. 

In this area, the topography of NSB strongly increases. The current parametrization 

of the depth inversion might be insufficient for this area and the 1D approximation 

used in surface wave inversion is no longer valid. Moreover, the higher misfit might 
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be due to a smaller number of dispersion measurements at the edge of the 

Scheemda block. (b) Vertical profiles through the Scheemda 3D model (marked in 

dashed line in a).  
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